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Abstract

Norms, which are culturally accepted guide-
lines for behaviours, can be integrated into con-
versational models to generate utterances that
are appropriate for the socio-cultural context.
Existing methods for norm recognition tend
to focus only on surface-level features of di-
alogues and do not take into account the in-
teractions within a conversation. To address
this issue, we propose NORMMARK, a proba-
bilistic generative Markov model to carry the
latent features throughout a dialogue. These
features are captured by discrete and continu-
ous latent variables conditioned on the conver-
sation history, and improve the model’s ability
in norm recognition. The model is trainable
on weakly annotated data using the variational
technique. On a dataset with limited norm an-
notations, we show that our approach achieves
higher F1 score, outperforming current state-
of-the-art methods, including GPT3.

1 Introduction

Norms can be thought of as pre-defined socio-
culturally acceptable boundaries for human be-
haviour (Fehr and Fischbacher, 2004), and incorpo-
rating them into conversational models helps to pro-
duce contextually, socially and culturally appropri-
ate utterances. For instance, identifying the socio-
cultural norm of Greeting in a negotiation helps to
generate responses suitable for the power dynam-
ics and social setting. Whereas, failing to detect
and adhere to such norms can negatively impact
social interactions (Hovy and Yang, 2021). Recent
advances in developing chatbots have also high-
lighted the necessity of incorporating such implicit
socio-cultural information into machine-generated
responses, in order to approximate human-like in-
teractions (Huang et al., 2020; Liu et al., 2021).
Norm discovery is a nascent research problem,
and current approaches (Hwang et al., 2021) heav-
ily rely on manually constructed sets of rules from
available resources such as Reddit (Forbes et al.,
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Figure 1: The heatmap of norm distribution based on
norm label of the previous segment, constructed from
LDC2022E20. Unit in column j of row ¢ shows the
probability of norm ¢ following norm j.

2020; Ziems et al., 2022). In addition to the time
and cost inefficiency of such approaches, the con-
struction and use of these banks of norms treat each
sentence or segment in isolation, and they fail to
take the dependencies between norms in the flow
of a dialogue into account (Fung et al., 2022; Chen
and Yang, 2021). For instance, it is most likely that
a dialogue segment containing the norm of Request
follows a segment that includes Request and Crit-
icism (Figure 1). Furthermore, such approaches
require a large amount of annotated data, limiting
their performance on sparsely labelled resources.
To address these limitations, in this paper, we
propose a deep generative Markov model that cap-
tures the inter-dependencies between turns (seg-
ments) of partially-labelled dialogues. The model
includes two types of latent variables (LVs): (i) the
discrete LVs capture the socio-cultural norms of
the dialogue turns, and (ii) the continuous LVs cap-
ture other aspects, e.g. related to fluency, topic, and
meaning. These latent variables facilitate capturing
label- and content-related properties of the previ-
ous turns of the conversation, and are conditioned
on the previous turns in a Markovian manner. We
train the model on weakly annotated data using
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Figure 2: A graphical representation of our probabilistic
generative model NORMMARK.

the variational technique, building on variational
autoencoders (Kingma and Welling, 2014).

To evaluate the performance of our model in
the task of socio-cultural norm discovery, we con-
ducted experiments on an existing dataset. Ex-
perimental results show superiority of our model,
by 4 points in F1 score, over the state-of-the-art
approaches, in which each segment of a dialogue
is modelled independently of the others. Further-
more, by evaluating our model on low amounts of
training data, we show the capability of our pro-
posed approach in capturing socio-cultural norms
on partially-labeled data.

2 Related Works

Recent approaches have tried to develop models
with the human psychological and behavioural ca-
pabilities (Jiang et al., 2021; Botzer et al., 2022;
Lourie et al., 2021). Other approaches targeted
identifying implicit social paradigms by develop-
ing sequence generation models (Moghimifar et al.,
2020; Bosselut et al., 2019). However, the task
of socio-cultural norm discovery has been over-
looked, mostly due to the lack of proper annotated
data (Fung et al., 2022). Forbes et al. (2020) present
a dataset of social norms, collected from Reddit and
propose a generative model to expand this collec-
tion. Zhan et al. (2022) also showed how social
norms can be useful in conducting better negotia-
tion dialogues. In a similar approach, Ziems et al.
(2022) present a corpus of moral norms. Zhan et al.
(2023) and Fung et al. (2022) use a prompt-based
large-scale language model to generate rules from
dialogues. More similar to our approach, existing
models identify labels associated with utterances
of dialogues (Chen and Yang, 2021; Yang et al.,
2019; Yu et al., 2020). However, these approaches

fail to take into account the flow of contextual in-
formation throughout a dialogue. In contrast to
these studies, our approach addresses this task by
considering the inter-dependencies between turns
of dialogues.

3 A Generative Markov Model for
Socio-Cultural Norm Discovery

We are given a set of dialogues D = {d'}",,
where each dialogue consists of a set of turns (or
segments) d' = {s’}",. Each turn consists of a
sequence of tokens from a vocabulary set V. The di-
alogue set D consists of two subsets of labeled (Dy,)
and unlabeled (D) dialogues, where each turn
8!, € Dy is annotated with a socio-cultural norm
label ¢; € C with a total of K norm classes. The
turns in the unlabeled dataset lack socio-cultural
norm labels. Our goal is to develop a model that, by
using contextual information carried from previous
turns of the dialogue, discovers the socio-cultural
norm associated with the turns of a dialogue.

Probabilistic Generative Model. Our model
(shown in Fig. 2) assumes a directed generative
model, in which a turn is generated by a factor cap-
turing the socio-cultural norms and another factor
capturing other aspects, e.g. topic and syntax. For
each turn, the socio-cultural norm factor is captured
by a discrete latent variable c;, and the other aspects
are captured by a continuous latent variable z;. As
our aim is to leverage the contextual information,
the latent variables of each turn of the dialogue
are conditioned on those from the previous turn in
Markovian manner. As such, our proposed genera-
tive model for each turn is as follows:

Do (8i, Zi, Cil|Zi—1,Ci—1) =

po(silci, zi)po(zilzi—1)po(cilci—1)

where py(ci|c;—1) and pg(z;|z;—1) capture the de-
pendency of the causal factors on the previous turn,
and py(si|c;, z;) is a sequence generation model
conditioned on the causal factors.

Training. To train the model, the likelihood func-
tion for a dialogue in Dy is:

Po(S1..8n) = Z /d(zl)..d(zn)x
[ po(silei, zi)po(zilzi1)pa(eileir).
i=1
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Intuitively, the training objective for each dialogue
turn corresponds an extension of the variational au-
toencoder (VAE) which involves: (i) both discrete
and continuous latent variables, and (ii) condition-
ing on the latent variables of the previous turn. As
such, we resort to the following variational evi-
dence lowerbound (ELBO) for the unlabeled turns:

log p(silci-1,zi-1) > Eq,(cilsiei) 1

By (zilsizioi) [10gp9(3i|zia Cz)] }
— K L[qs(zi|si, zi—1)||pe(2i| zi-1)]
— K L[gy(cilsi; cim1)l|po(cilciz1)]

where g4’s are variational distributions. We have
nested ELBOs, each of which corresponds to a turn
in the dialogue. We refer to the collection of these
ELBOs for all dialogues in Dy by £(Dy). For the
labeled turns, the ELBO for a dialogue turn is,

log p(si, cilci—1,zi—1) > logpg(cilci—1)
+ Eqd)(zi\si,zi,l) [logpe(si‘zia Cz)]
— K L[qg(zilsi, zi-1)||pe(zi|zi-1)]

where we also add the term log g4(c;|si, ci—1) to
the training objective. We refer to the collection
of ELBOs for all dialogues in the labeled data as
L(Dy,). Finally, the training objective based on the
labeled and unlabeled dialogues is £ = Dy + A\Dy,
where )\ trades off the effect of the labeled and unla-
beled data. We resort to the reparametrisation trick
for continuous and discrete (Gumble-softmax (Jang
et al., 2017)) latent variables when optimising the
training objective.

Architectures. We use a transformer-based en-
coder to encode the turns s; with a hidden represen-
tation h;. The classifier q4(c;|s;i, ci—1) is a 2-layer
MLP with tanh non-linearity whose inputs are h;
and the embedding of ¢;_1. For gy (2;|s;, zi—1), we
use a a multivariate Gaussian distribution, whose
parameters are produced by MLPs from h} and
z;—1. For py(s;|zi, ¢;), we use an LSTM decoder,
where this is performed by replacing pre-defined
special tokens in the embedding space with z; and
¢;. For pg(ct|ci—1), we use MLP with a softmax on
top.

4 Experiments

In this section we report the performance of our
model on the task of socio-cultural norm discov-
ery in comparison to the current state-of-the-art
models.

Dataset In our experiments, we use
LDC2022E20. This dataset consists of 13,074
segments of dialogues in Mandarin Chinese.
The dialogues are from text, audio, and video
documents, where we transcribed the audio
and video files using Whisper (Radford et al.,
2022). The segments have been labelled from
the set of socio-cultural norm labels of none,
Apology, Criticism, Greeting, Request, Persuasion,
Thanks, and Taking leave. We split the data
into train/test/development sets with the ratio of
60:20:20. Each dialogue is divided into sequences
of segments of length 5, where on average each
segment consists of 8 sentences. We report the
performance of our model, in comparison to the
baselines, when using the maximum number of
labeled data in the training set (Max). In addition,
to evaluate the effect of the amount of training data
on the performance of our model, we randomly
select 50 and 100 of these sequences of dialogues
for training, and report the results on the test set.

Baselines. We compare our model with
LSTM (Hochreiter and Schmidhuber, 1997) and
BERT (Devlin et al., 2019), where each turn of a
dialogue is encoded separately. We use WS-VAE-
BERT (Chen and Yang, 2021) as another baseline,
which encodes the contextual representation of a
segment via a latent variable. However, WS-VAE-
BERT does not capture the connections between
segments. To experiment with the performance of
our model on limited labeled data, we compare it
to SetFit (Tunstall et al., 2022), which has proven
to be a strong few-shot learning model. Similar
to our model, we use ‘bert-base-chinese’ as
the backbone of BERT and WS-VAE-BERT, and
‘sbert-base-chinese-nli’ has been used in
SetFit. Additionally, we compare our model with a
prompt-base large-scale language model GPT-3
text-davinci-003 (Brown et al.,, 2020) and
ChatGLM (Du et al., 2022), where the norm labels
are given to the model with segments of dialogue,
and the model is asked to generate a socio-cultural
norm label from the list.

Evaluation Metrics. Following previous works
in classification tasks, we report the macro aver-
aged precision, recall, and F1 score of the models
in predicting the socio-cultural norm label of each
segment of a dialogue.
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Max 50 100
Model p R F1  Size Model P R B P R W
LSTM 7.92 12.5 9.69 11.06 12.58 9.90
LSTM 9.13 12,57 10.08 04M BERT 10.85 1574 1258 1046 1550 11.82
BERT 3842 3233 3334 109M WS-VAE-BERT 2043 17.21 16.60 36.38 2248 23.37
SetFit 3042 2625 27.86 32.12 30.54 31.32
WS__VAE_BERT 42.03  40.74  39.01 132M ChatGLM 17.64 20.55 17.19 17.64 20.55 17.19
SetFit 4142 4023 4054 102M GPT-3 39.86 3505 33.61 39.86 3505 33.61
ChatGLM 17.64 2055 17.19 6B NORMMARKero 2594 1971 20.04 3541 27.73 28.33
NORMMARK 44.14 3697 39.49 136M
NORMM ARKzero 4792 3867 4420 131M Table 3: Segment-level socio-cultural norm prediction

Table 1: Segment-level socio-cultural norm prediction
performance (precision, recall and F1 score). The re-
sults are reported by training the models on maximum
number of labelled sequences of dialogues.

4.1 Results

Table 1 summarises the main results of the con-
ducted experiment on LDC2022E20 data. On Max
setting, where the model uses the maximum num-
ber of datapoints in the training set, our model
outperforms all of the baselines with a margin of 4
and 6 points on F1 and precision, respectively, and
achieves a comparable result in recall. This gap
between our model and WS-VAE-BERT indicates
the effect of carrying contextual information from
previous turns of conversation. In addition, lower
results of GPT-3 suggest that discovering socio-
cultural norms is a challenging task, which needs
higher-level reasoning.

Amount of Labeled Data. To evaluate the per-
formance of our model with less amount of training
data, we report the results on using only 50 and 100
datapoints during training, in Table 3. When us-
ing 100 sequences of turns, our model achieves
the highest score in F1, and improves the precision
and recall by more than 3 points over non-prompt
based models. However, GPT-3 outperforms our
proposed model in these two metrics. Similarly,
on a more limited number of training data (setting
50), GPT-3 shows its dominance. Nevertheless, our
model performs the best amongst the other base-
lines, by improving the F1 score by 3 points.

Model 50 100 Max
NORMMARK ero-extended  13.41 14.33  20.33
NORMMARK ey tended 1348 14.76 20.25
NORMMARK 3246 3443 442

Table 2: Segment-level socio-cultural norm prediction
of two variation of our approach, in comparison to our
model. The results are macro-averaged F1 score.

performance (precision, recall and F1 score). The results
are reported by training the models on 50, 100 number
of labelled sequences of dialogues.

Conditioning on the Context. To analyse
the effect of carrying contextual information
from previous turns of dialogue, we report the
performance of the simplified version of our
model (NORMMARK 1), Where the connections
from previous turn are omitted. As can be
seen in Table 1, in all of the settings NORM-
MARK outperforms the simplified version, indicat-
ing the importance of inter-dependencies between
turns. Furthermore, we developed two variations
of NORMMARK and NORMMARK ¢ro Where the
contextual information from previous turns is car-
ried directly through the previous segment (Fig-
ure 4). In Table 2, the lower performance of these
models suggests that the contextual information
from the previous turn overshadows the representa-
tion of the latent variable as well as the norm label,
and consequently the norm classifier is profoundly
biased towards the previous turn of dialogue.

Markov Order. We further analysed the effect of
carrying contextual meaning from previous turns
of dialogues, by varying the size of the Markov
conditioning context [ from 1 to 9, i.e. each of our

50

35 b

macro-averaged F1 score

30 b

QF\\\\\\\\\
°71 2 3 4 5 6 7 8 9

Length of the sequnce of segments in a dialogue

Figure 3: The performance of NORMMARK with differ-
ent length of sequence of segments.
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proposed latent variables is conditioned on previ-
ous [ turns of dialogue.

Figure 3 summarises the results. It shows that
shorter context results in lower performance, due
to passing less contextual information to the next
turns. On the other hand, too long context results
in lower performance as well, due to extra com-
plexity of modelling longer dependencies in latent
variables and norm labels. As shown in the figure,
our model performs best with a context size of 5
on this dataset.

5 Conclusion

In this work, we address the task of socio-cultural
norm discovery from open-domain conversations.
We present a probabilistic generative model that
captures the contextual information from previous
turns of dialogues. Through empirical results, we
show that our model outperforms state-of-the-art
models in addressing this task.

6 Limitations

We have studied the task of socio-cultural norm dis-
covery based LDC2022E20 dataset, which consists
of everyday situational interactions in Mandarin
Chinese. Although we believe that our approach
can used in other cultural settings, the current state
of the model might not be generalisable to other cul-
tures, unless further tuning is possible. Our model’s
ability in discovering such norms can help to im-
prove conversational agents, however, real-world
scenarios involving duplicitous or ambiguous terms
might confuse our proposed approach. In addition,
our model is limited to the textual modality, and we
believe incorporating audio and visual features into
the model can improve identifying socio-cultural
norms. Nonetheless, the reliance of our model on
large-scale pre-trained language models might re-
sult in some deployment challenges in situations
with limited resources. Besides, all the reported
results are by fixing a random seed running all ex-
periments once.

7 Ethics Statement

Our work leverages pre-trained language mod-
els (BERT), therefore similar potential risks of this
model is inherited by our work.
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Figure 4: A graphical representation of our probabilistic generative model NORMMARK. The second model from
left is a simplified version of our proposed approach where the contextual information from previous turns of
dialogue is not carried through the current step (NORMMARK ). The next two models are extended versions of
NORMMARK,¢, and NORMMARK, respectively, where direct contextual information from previous segment is
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carried to the current turn.
A Experimental Details

To train our model, we have used the pre-trained
‘bert-base-chinese’, which is licensed free to
use for research purposes, as the encoder (Ken-
ton and Toutanova, 2019), and we have used
LSTM (Hochreiter and Schmidhuber, 1997) with
hidden dimension of 128 and one hidden layer as
the decoder. We used a dropout of 0.6 over the
input. We implemented the norm classifier with
a 2-layers MLP with tanh non-linearity on top.
We used CrossEntropyLoss (Zhang and Sabuncu,
2018) as loss function over the predictions of our
model. We used AdamW (Loshchilov and Hutter,
2018) as the optimiser with the learning rate of 1e-5
for the encoder and 1e-3 for the rest of the network.
We trained our model for 50 epochs, on a single ma-
chine with NVIDIA one A100 gpu, with an early
stop if the validation accuracy is not improved for
more than 20 iterations.

For the baselines, we have developed a network
with a two-stacked LSTM layers followed by two
linear layers. We compared out model with BERT,
where uses the ‘bert-base-chinese’ pre-trained
model. Each of these two models where trained
for 100 epochs, using AdmaW optimiser with the
learning rates of le-3 and 5e-5, respectively. For
WS-VAE-BERT (Chen and Yang, 2021), we fol-
lowed the source code provided in the paper. For
replicating the document level labels, when a seg-
ment within the sequence of segments contained
a socio-cultural norm, we labeled them 1, other-
wise 0. We trained SetFit (Hong et al., 2022) by
following the online instructions on their GitHub
repository !. Figure 4 shows the variations of our
model, which we used in for the ablation study.

GPT-3 (Brown et al., 2020) was used by incor-

"https://github.com/huggingface/setfit

porating the list of socio-cultural norms into the
prompt as well as dialogues, and asking to generate
the corresponding label. Our experiments on GPT-
3 showed that using random examplars from the
training set of LDC2022E20 results in a decrease in
the performance. The LDC2022E20 dataset is the
copyrighted property of (c) 2022 Trustees of the
University of Pennsylvania and has been used for
research purposes in CCU program. This dataset
was developed to help models to identify socio-
cultural norms in courses of dialogues.

In all of our experiments we used a fix random
seed, hence all results are reported based on single-
run of the models.
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