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Abstract

Word sense disambiguation (WSD), which
aims to determine an appropriate sense for a
target word given its context, is crucial for
natural language understanding. Existing su-
pervised methods treat WSD as a classifica-
tion task and have achieved remarkable perfor-
mance. However, they ignore uncertainty esti-
mation (UE) in the real-world setting, where
the data is always noisy and out of distribu-
tion. This paper extensively studies UE on
the benchmark designed for WSD. Specifically,
we first compare four uncertainty scores for
a state-of-the-art WSD model and verify that
the conventional predictive probabilities ob-
tained at the final layer of the model are in-
adequate to quantify uncertainty. Then, we
examine the capability of capturing data and
model uncertainties by the model with the se-
lected UE score on well-designed test scenar-
ios and discover that the model adequately
reflects data uncertainty but underestimates
model uncertainty. Furthermore, we explore
numerous lexical properties that intrinsically
affect data uncertainty and provide a detailed
analysis of four critical aspects: the syntactic
category, morphology, sense granularity, and
semantic relations. The code is available at
https://github.com/RyanLiut/WSD-UE.

1 Introduction

Disambiguating a word in a given context is funda-
mental to natural language understanding (NLU)
tasks, such as machine translation (Gonzales et al.,
2017), question answering (Ferrandez et al., 2006),
and coreference resolution (Hu and Liu, 2011).
This task of word sense disambiguation (WSD)
targets polysemous or homonymous words and de-
termines the most appropriate sense based on their
surrounding contexts. For example, the ambigu-
ous word book refers to two completely distinct
meanings in the following sentences: i)“Book a
hotel, please.”, ii) “Read the book, please”. The
phenomenon is universal to all languages and has
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Figure 1: Two types of uncertainties in the case of clas-
sification. The green line indicates the true model (de-
cision boundary), while the red shows possible models.
Circles and triangles with different colors illustrate clean
and noisy data with corresponding labels.

been paid much attention since the very beginning
of artificial intelligence (AI) (Weaver, 1952).

Existing supervised methods (Blevins and Zettle-
moyer, 2020; Conia and Navigli, 2021; Bevilacqua
and Navigli, 2020; Calabrese et al., 2021; Huang
et al., 2019) cast WSD as a classification task
in which a neural networks (NNs)-based classi-
fier is trained from WordNet (Miller et al., 1990),
a dictionary-like inventory. Although they have
achieved the state of the art on WSD benchmarks,
with some even breaking through the estimated up-
per bound on human inter-annotator agreement in
terms of accuracy (Bevilacqua and Navigli, 2020),
they do not capture or measure uncertainty. Un-
certainty estimation (UE) answers a question as
follows: To what extent is the model certain that
its choices are correct? A model can be unsure
due to the noisy or out-of-domain data, especially
in a real-world setting. This estimation delivers
valuable insights to the WSD practitioners since
we could pass the input with high uncertainty to a
human for classification.

UE is an essential requirement for WSD. Interest-
ingly, the word “ambiguous” (in terms of the task
of word sense disambiguation) itself is ambiguous:
it refers to i) doubtful or uncertain especially from
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obscurity or indistinctness, and ii) capable of being
understood in two or more possible senses or ways,
according to the Merriam-Webster dictionary!. The
conventional treatment only considers its second
aspect but disregards the first uncertainty-related
sense. In reality, there are many situations where
uncertainties arise (Yarin, 2016). The first situation
assumes a true model to which each trained model
approximates. Uncertainty appears when the struc-
tures and parameters of the possible models vary;
we refer to it as model uncertainty (Figure 1 (a)) in
this paper. Model uncertainty can be reduced when
collecting enough data, i.e., adequate knowledge
to recognize the true model and out-of-distribution
(OOD) data is always used to test model uncer-
tainty. It has been observed that WSD is prone to
domain shift and bias towards the most frequent
sense (MFS) (Raganato et al., 2017). Therefore,
it is essential to quantify model uncertainty in the
task.

Another uncertainty is related to the data itself
and cannot be explained away, which is referred
to as data uncertainty (also called aleatoric uncer-
tainty). Data uncertainty happens when the ob-
servation is imperfect, noisy, or obscure (Figure 1
(b)). Even if there is enough data, we cannot ob-
tain results with high confidence. WSD is context-
sensitive, and the model output could be divergent
due to partial or missing context. Even worse, some
words have literal and non-literal meanings and
can be understood differently. With a fine-grained
WordNet (Miller et al., 1990) as a reference inven-
tory, the inter-annotator disagreement is up to 20%
to 30% (Navigli, 2009): even human annotators
cannot agree on the correct sense of these words.

In this paper, we perform extensive experiments
to assess the uncertainty of a SOTA model (Conia
and Navigli, 2021) on WSD benchmarks. First, we
compare the probability of the model output with
the other three uncertainty scores and conclude
that this probability is inadequate to UE, which is
consistent with previous research (Gal and Ghahra-
mani, 2016). Then, with the selected score, we
evaluate data uncertainty in two designed scenar-
ios: window-controlled and syntax-controlled con-
texts, which simulate noisy real-world data. Fur-
ther, we estimate model uncertainty on an exist-
ing OOD dataset (Maru et al., 2022) and find that
the model underestimates model uncertainty com-

"https://www.merriam-webster.com/dictionary/
ambiguous

pared to the adequate measure of data uncertainty.
Finally, we design an extensive controlled proce-
dure to determine which lexical properties affect
uncertainty estimation. The results demonstrate
that morphology (parts of speech and number of
morphemes), inventory organization (number of
annotated ground-truth senses and polysemy de-
gree) and semantic relations (hyponym) influence
the uncertainty scores.

2 Related Work

2.1 Word Sense Disambiguation

Methods of WSD are usually split into two cate-
gories, which are knowledge-based and supervised
models. Knowledge-based methods employ graph
algorithms, e.g., clique approximation (Moro et al.,
2014), random walks (Agirre et al., 2014), or game
theory (Tripodi and Navigli, 2019) on semantic net-
works, such as WordNet (Miller et al., 1990), Babel-
Net (Navigli and Ponzetto, 2012). These methods
do not acquire much annotation effort but usually
perform worse than their supervised counterpart
due to their independence from the annotated data.
Supervised disambiguation is data-driven and uti-
lizes manually sense-annotated data sets. Regard-
ing each candidate sense as a class, these mod-
els treat WSD as the task of multi-class classifi-
cation and utilize deep learning techniques, e.g.,
transformers (Conia and Navigli, 2021; Bevilacqua
and Navigli, 2019). Some also integrate various
parts of the knowledge base, such as neighboring
embeddings (Loureiro and Jorge, 2019), relations
(Conia and Navigli, 2021), and graph structure
(Bevilacqua and Navigli, 2020). These methods
have achieved SOTA performance and even broken
through the ceiling human could reach (Bevilac-
qua and Navigli, 2020). However, these methods
treat disambiguation as a deterministic process and
neglect the aspect of uncertainty.

2.2 Uncertainty Estimation

Uncertainty estimation (UE) has been studied ex-
tensively, especially in computer vision (Gal et al.,
2017) and robust Al (Stutz, 2022). Methods cap-
ture uncertainty in a Bayesian or non-Bayesian
manner. Bayesian neural networks (Neal, 2012) of-
fer a mathematical grounded framework to model
predictive uncertainty but usually comes with pro-
hibitive inference cost. Recent work proved MC
Dropout approximates Bayesian inference in deep
Gaussian Processes and has been widely applied
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in many UE applications (Vazhentsev et al., 2022;
Kochkina and Liakata, 2020) due to its simplicity.
During recent years, the field of natural language
processing has witnessed the development of an
increasing number of uncertain-aware applications,
such as Machine Translation (Glushkova et al.,
2021), Summarization (Gidiotis and Tsoumakas,
2021) and Information Retrieval (Penha and Hauff,
2021). Nevertheless, little attention has been paid
to the combination of UE and WSD. An early work
(Zhu et al., 2008) explored uncertainty to select
informative data in their active learning framework.
However, the uncertainty estimation for WSD is
not explored extensively, as we do in a quantitative
and qualitative way.

3 Uncertainty Scenarios

3.1 Problem Formulation

Given a target word w; in a context ¢; =
(wo, w1, ..., w;,...,wyy) of W words, a WSD
model selects the best label §j; from a candidate
sense set S; = (y1,Y2,...,yn) consisting of M
classes. A neural network pg with the parameter
0 usually obtains a probability p; over M classes
by a softmax function which normalizes the model
output f;:

pi = SoftMax( f;(wilc;; 0)). )]

During training, the probability is used to calcu-
late cross-entropy loss, which can be recognized
as a probability for each candidate class during
the inference. Such a point estimation of model
function has been erroneously interpreted as model
confidence (Gal and Ghahramani, 2016). The goal
of UE is to find a suitable p; to better reflect true
predictive distribution under data and model un-
certainty sources. Suppose we have a reasonable
score s(p;) € S indicating UE, where S is a metric
space, we expect s > s’ when a situation a is
more uncertain than b.

3.2 Data Uncertainty: Controllable Context

Data uncertainty measures the uncertainty caused
by imperfect or noisy data. We consider that such
noises could happen in the context surrounding
the target word, considering WSD is a context-
sensitive task. With different degrees of missing
parts in the context, the model is expected to obtain
predictions with different qualifications of uncer-
tainty. To simulate this scenario, we control the

range of context based on two signals: the window
and the syntax, as illustrated in Figure 2.

(a) window-controlled context

discourse obj. Nhops H=N
e TSN
P T S o
e e | please book | a | hotel |«
e B

(b) syntax-controlled context

Figure 2: Two types of controlled context in the data
uncertainty setting. The target word is highlighted in
blue. The box with a black dotted line shows the final
chosen context. We show the dependency relation in
blue and red.

3.21

We choose L words both on the left and right
of the target word w; as the window-controlled
context ¢ € = (wy, Wi—1, Wi, Wit1, ..., ), where
| = max(i — L,0) and h = min(i + L, W) are
the lower index and the higher index. With a hy-
pothesis that longer context tends to contain more
clues to disambiguate a word and a suitable UE
score s, we expect that sy'© > s)VC, where two
window-controlled contexts are extracted with the

length of @ and b, and a < b.

Window-controlled Context

3.2.2 Syntax-controlled Context

In our second controlled method, we utilize the
neighboring syntax around w;. Specifically, we
parse the universal syntactical dependency rela-
tions between words using tools of Stanza (Qi et al.,
2020). This is represented as a form of graph struc-
ture G = (N, R), where A denotes the nodes, i.e.,
each word, and R =< n”, nt,r > is the relation
from the head node n” to tail node n'. For exam-
ple, when 7 is nsubj, that means n” is the subject of
n'. We iteratively obtain a syntax-related > neigh-
boring set with the H hops of the target word w;
as C%P in the following approach. Initially, C%P
only contains w;. After one hop, C%P collects the
head node and tail nodes of w;. The procedure
is repeated H times, with more syntactically re-
lated words added. We also rationally hypothesize
a smaller sPP, which measures uncertainty under

*We denote this scenario as DP, since we utilize depen-
dency parsing as the syntactic representation.
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syntax-controlled context, favors the context with
a larger . We highlight that the syntax-controlled
context leverages the nonlinear dependency dis-
tance (Heringer et al., 1980) between words in
connection, compared to the linear distance in the
scenario of window-controlled context.

3.3 Model Uncertainty: OOD Test

Model uncertainty is another crucial aspect of UE,
widely studied in the machine learning community.
Lacking knowledge, models with different archi-
tectures and parameters could output indeterminate
results. Testing a model on OOD datasets is a usual
method to estimate model uncertainty. In the task
of WSD, we employ an existing dataset 42D (Maru
et al., 2022) designed for a more challenging bench-
mark. This dataset built on the British National
Corpus is challenging because 1) for each instance,
the ground truth does not occur in SemCor (Miller
et al., 1994), which is the standard training data for
WSD, and 2) is not the first sense in WordNet to
avoid most frequent sense bias issue (Campolungo
et al., 2022). 42D also has different text domains
from the training corpus. These confirm that 42D
is an ideal OOD dataset.

4 Experiments

4.1 Model and Datasets

We conduct our UE for a SOTA model MLS (Co-
nia and Navigli, 2021), with the best parameters
released by the authors. They framed WSD as
a multi-label problem and trained a BERT-large-
cased model (Kenton and Toutanova, 2019) on the
standard WSD training dataset SemCor (Miller
et al., 1994). We follow their settings except for
using Dropout during inference when performing
Monte Carlo Dropout (MC Dropout). We set the
number of samples 7' to be 20, conduct 3 rounds,
and report the averaged performance.

As regards the evaluation benchmark, we use
the Unified Evaluation Framework for English
all-words WSD proposed by (Raganato et al.,
2017). This includes five standard datasets, namely,
Senseval-2, Senseval-3, SemEval-2007, SemEval-
2013, and SemEval-2015. The whole datasets con-
catenating all these data with different parts of
speech (POS) are also evaluated. Note that in our
second part, We use a portion of SemEval-2007
to investigate data uncertainty and 42D is used for
model uncertainty.

4.2 Uncertainty Estimation Scores

We apply four methods as our uncertainty estima-
tion (UE) scores. One trivial baseline (Geifman and
El-Yaniv, 2017) regards the Softmax output p; as
the confidence values over classes y = s € S. We
calculate the uncertainty score based on the max-
imum probability as upmp(z) = 1 — max ply =

slz).

The other three methods are based on MC
Dropout, which has been proved theoretically as
approximate Bayesian inference in deep Gaussian
processes (Gal and Ghahramani, 2016). Specif-
ically, we conduct 7' stochastic forward passes
during inference with Dropout random masks and
obtain T probabilities p;. Following the work
(Vazhentsev et al., 2022), we use the following
measures:

* Sampled maximum probability (SMP) takes
the sample mean as the final confidence
before an MP is applied: ugyp = 1 —
maXeg % Zthl p;, where pj refers to the
probability of belonging to class s at the t'th
forward pass.

* Probability variance (PV) (Gal et al., 2017)
calculates the variance before averaging
over all the class probabilities: upy =

5 Yo (% S (pf — 1?)2> .

* Bayesian active learning by disagreement
(BALD) (Houlsby et al., 2011) measures the
mutual information between model param-
eters and predictive distribution: uparp =

S —_ PR
—>  pilogps + & Z;p? log p;.
S,

Note that these scores are instance-specific and
we report the averaged results over all the samples.

4.3 Metrics on UE scores

While UE scores are a measure of uncertainty, we
also need metrics to judge and compare the qual-
ity of different UE scores. A hypothesis is that a
sample with a high uncertainty score is more likely
to be erroneous and removing such instances could
boost the performance. We employ two metrics fol-
lowing the work (Vazhentsev et al., 2022): area un-
der the risk courage curve (RCC) (El-Yaniv et al.,
2010) and reversed pair proportion (RPP) (Xin
et al., 2021). RCC calculates the cumulative sum
of loss due to misclassification according to the
uncertainty level for rejections of the predictions.
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UE Score Senseval-2 Senseval-3 SemEval-07 SemEval-13 SemEval-15
RCC| RPP| | RCC|] RPP| | RCC|] RPP| | RCC| RPP|] | RCC| RPP]
MP 5.69 9.50 7.11 10.37 8.68 11.40 5.78 8.02 5.02 11.07
SMP 5.78 9.14 7.10 9.83 8.81 10.83 5.59 7.88 5.34 11.16
PV 6.11 11.47 7.50 12.40 9.93 16.00 5.97 10.22 5.62 13.11
BALD 6.00 11.09 7.46 11.99 9.36 14.73 5.83 10.02 5.48 12.77
Table 1: UE score comparisons on five standard WSD datasets.
UE Score NOUN VERB ADJ ADV ALL
RCC| RPP| | RCC| RPP| |RCC] RPP||RCC|] RPP||RCC] RPP|
MP 6.06 7.47 14.08  18.20 5.15 8.25 3.70 4.89 6.13 9.78
SMP 4.94 7.66 13.76 1745 4.39 8.35 2.65 4.85 6.11 9.44
PV 6.25 9.17 1538  22.02 4.97 9.37 3.20 5.33 6.48 11.91
BALD 5.18 9.39 14.42 20.96 4.59 9.80 2.66 5.56 6.36 11.52

Table 2: UE score comparisons on all the datasets with different kinds of POS.

A larger RCC indicates that uncertainty estimation
negatively impacts the classification. Note that we
use the normalized RCC by dividing the size of
the dataset. RPP counts the proportion of instances
whose uncertainty level is inconsistent with its loss
level compared to another sample. For any pair of
instances z; and x; with their UE score u(z) and
loss value [(x):

RPP = % S 2u(w) < ulz), () > )], @)

1,j=1
where n is the size of the dataset.

5 Results and Analysis

In the first part, we show the quantitative results of
different UE scores and the performances of data
and model uncertainty. Then a qualitative result
demonstrates specific instances with a range of
uncertainties. This motivates us to analyze which
lexical properties mainly affect uncertainty in the
last part.

5.1 Quantitative Results

5.1.1 Which UE score is better?

We measure the four UE scores, MP, SMP, PV,
and BALD in terms of two metrics, RCC and RPP.
The results of five standard datasets are shown in
Table 1 while the performance on all the datasets
involving different parts of speech is demonstrated
in Table 2. For most of the data, SMP outperforms
the other three scores in spite of some inconsistent
results where MP has a slight advantage, such as on
SemEval-15. Interestingly enough, softmax-based
scores i.e., MP and SMP, surpass the other two,

PV and BALD. Similar results can be observed in
the work (Vazhentsev et al., 2022). This may be
due to the fact that the former scores are directly
used as the input of the maximum likelihood objec-
tive, thus more accurately approximating the real
distribution.

MP SMP
x10? x10?
1 1
6 : s=0.93 3 : s=0.24
1 1
4 1 2 1
1
, Ilumnla_ 0 "
00 02 04 06 08 1.0 00 02 04 06 08 1.0
PV BALD
%102 %102
1 1
3 - 5=0.37 3 s=0.81
1
2 2
0 .-_ 0 l-_
00 02 04 06 08 10 00 02 04 06 08 10

Figure 3: The distribution of four UE scores on mis-
classified instances of all datasets. A red dotted line
indicates the average value. We calculate the sample
skewness s for each score as well. Note that PV and
BALD scores are normalized into the range from O to 1.

To further investigate the distribution of these
four scores, we show the histograms of these scores
in the misclassified instances, as illustrated in Fig-
ure 3. We also display the averaged value (a red
dotted line) and the sample skewness s, calculated
as the Fisher-Pearson coefficient (Zwillinger and
Kokoska, 1999). Since here we focus on the mis-
classified samples, the cases of all the samples
and those correctly classified are reported in Ap-
pendix A.1. This shows that MP has a more long-
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tailed and skewed distribution than scores based
on MC Dropout, indicating MP is overconfident
towards the wrong cases. However, the other three
metrics have a more balanced distribution. This ver-
ifies the common concern on the SoftMax output
of a single forward as an indication of confidence.

Finally, given its outstanding performance, we
chose SMP as our uncertainty score in the follow-
ing experiments.

5.1.2 How does the model capture data
uncertainty?

(a) Window-controlled

0.75 B E— ———— == ——— e B -
=== —e— UE_SMP

0.50 —e— UE_MP
-m- ACC_SMP

0.25 &‘ ~m- ACC_MP
0 1 2 8 12 16 20 w

window size: L

(b) Syntax-controlled

0.75 p—————— o WE====== o= W= -
===
"
0.50
o %
0 1 2 3 4 5

number of hops: H

Figure 4: UE scores (SMP and MP) and accuracy (F1
score) vary depending on the range of context for (a)
window-controlled setting and (b) syntax-controlled set-
ting. Note that “0” indicates that only target words
without context are available to the model. On the other
hand, “W” means the whole context is available.

We verify data uncertainty in window-controlled
and syntax-controlled scenarios, as shown in Fig-
ure 4. In the first setting, UE becomes less, and
the accuracy grows with the increase of window
size T'. This indicates that the model perceives
more and more confidence in the data, accessible
to more neighboring words. The trend is similar
in the syntax-controlled setting. These show that
the model can adequately capture data uncertainty.
SMP has a larger uncertainty than MP, especially
in a sparse context, such as L or H is equal to 0 or
1, where the model is expected to be much more
uncertain. We report the comparison of the other
two sample-based scores, PV and BALD in Ap-
pendix A.2.

5.1.3 How does the model capture model
uncertainty?

We examine the model uncertainty on the 42D
dataset in Figure 5. The result shows OOD dataset

UE_Correct
UE
UE_Wrong

0.5 ACC
0.4
0.3
0.2
g
0.0
00D

Figure 5: Uncertainty and accuracy (F1) scores for
model uncertainty (OOD) and data uncertainty (con-
trolled context) scenarios. We use window-controlled
UE with L=0 (WC w. L=0). It is evaluated in all the
data instances and wrongly (UE_Wrong) or correctly
(UE_Correct) classified instances.

0.6

UE

WC w. L=0

is indeed a challenging benchmark for WSD. How-
ever, even with worse performance, the model fails
to give a high UE score. We compare it with the
most uncertain cases but similar accuracy in the set-
tings of data uncertainty, i.e., without any context
when L = 0. The OOD setting has a lower level of
uncertainty, especially in the misclassified samples,
even if it has degraded performance. This implies
that the model underestimates the uncertainty level
in model uncertainty. We show the performance of
MP, PV, and BALD in Appendix A.3.

5.2 Qualitative Results

To investigate what kinds of words given a con-
text tend to be uncertain, we obtain the final UE
score for each word by averaging SMP scores for
instances sharing the same form of lemma. In Fig-
ure 6, We show the word clouds for words with
the most uncertain (left (a)) and certain (right (b))
meanings. We remove some unrepresented words
whose number of candidate senses is less than 3.
With respect to the most uncertain lemmas, there
are words such as settle, cover etc. Most of them
are verbs and own multiple candidate senses. As for
most certain cases, the senses of nouns like bird,
bed, and article are determined with low uncer-
tainty. These phenomena motivate us to investigate
which lexical properties affect uncertainty estima-
tion in the next part. It is noted that we concentrate
on data uncertainty instead of model uncertainty,
based on the investigation in Subsection 5.1, which
appears due to the data itself, i.e., lexical character-
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istics.

(a) Most uncertain lemmas

2zcover:: ;aLtic le

wsettle: shedbira

appreciation peaker @nt rance obr:

(b) Most certain lemmas

e intense

farmeri

Figure 6: Word clouds for lemmas where a larger font
indicates higher (a) or lower (b) UE scores.

5.3 Effects on Uncertainty

We explore which lexical properties affect uncer-
tainty estimation from four aspects: the syntac-
tic category (Folk and Morris, 2003), morphol-
ogy (Lieber, 2004), sense granularity and seman-
tic relations (Sternefeld and Zimmermann, 2013),
motivated by linguistic and cognitive studies. Re-
garding syntactic categories, we focus on four i.e.,
parts of speech (POS) for target content words.
Morphology aims at the number of morphemes
(nMorph). A sense inventory refers to the sense
items in a dictionary, whose granularity influences
the candidate sense listing for the target word and
its sense annotation (Kilgarriff, 1997). We consider
two aspects:

e number of annotated ground-truth senses
(nGT);

* number of candidate senses, i.e., polysemy
degree (nPD);

To consider semantic interactions with other
words, we utilize WordNet (Miller et al., 1990),
a semantic network to extract lexical relations.
Specifically, we concentrate on the hyponym and
synonymy relations. A word (or sense) is a hy-
ponym of another if the first is more specific, de-
noting a subclass of the other. For example, ta-
ble is a hyponym of furniture. Each word as a
node in WordNet lies in a hyponym tree, where
the depth implies the degree of specification, de-
noted as dHypo. Meanwhile, we also explore the
size of the synonymy set (dSyno) into which the
ground-truth sense falls.

We perform linear regression analysis and con-
clude that most effects are significant as coefficients
to the UE score, except for dSyno and ADV of POS.

SHere, we mainly consider derivational morphology. Mul-
tiword expressions e.g., compound words are included as well.
Words with different inflectional morphology are regarded as
the same lemma form.

This is consistent with our result in Subection 5.3.3.
The summary of the linear regression is shown in
Appendix A.4. Afterwards, we design a controlled
procedure to analyze and balance different effects.
First, samples are drawn from all the test instances
depending on some conditions, including nGT and
POS. Afterward, we aggregate test data in one of
three manners: instance (1), lemma (L), and sense
(S) and average the UE values for the instances
with the same manner. I represents each occur-
rence of the target word, L considers words with
different inflections (e.g., works and worked), and
S targets words with the same ground-truth sense.
The sampled data is then grouped into N levels
in terms of the values for the different effects in
question. Finally, we calculate the mean UE score
for each group and their corresponding T-test and
p values. We heuristically set different choices of
N for different effects, considering the trade-off of
level granularity and sample sparsity. The p-value
is expected to be lower than 5%. The overall com-
parison is summarized in Table 3 with the number
and value range of different levels in Table 4.

5.3.1 Syntactic Category and Morphology

(a) UE Distribution

UE=0.13 NOUN
== VERB

AD)
n=1881 ADV

(b) Difference Significance

0.0 1.7 3.9 10

z
S
o
=
Jos] 5
= -BPER 0.0

>

o-

0
n=184 | _

UE=0.08 17 0.0 27

=507 < s
UE=0.11 2 -
UE—029 3-39 E 2.7 0.0 10
1 1 1 1
NOUN VERB AD] ADV

Figure 7: Averaged UE scores and numbers for in-
stances aggregated by sense, with different parts of
speech (a) and the corresponding difference significance
for each pair (b). The heatmap (b) shows the T-test val-
ues where a higher absolute value (grids with a deeper
color) indicates a more significant difference. We high-
light the grid with a corresponding p value larger than
5%, implying no significant difference.

We show the averaged UE scores for instances
with different POS and their corresponding T-test
value in Figure 7. Except for the NOUN-ADIJ pair,
verbal instances are more significantly uncertain
than NOUN or ADJ, while ADV has the least un-
certainty. The result implies the senses of verbs
are generally harder to determine than other cate-
gories, consistent with previous work (Barba et al.,
2021; Campolungo et al., 2022). This is reflected
in Table 2 and Figure 6.
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. Uncertainty Estimation Difference Significance
Effect Condition Agg | 11 o 13 |Llel2 LioL3 L2oL3
nGT=1, POS=NOUN 0.13 0.11  0.07 1.44e-2  1.35¢-8 5e-4
Mooy | NGT=1,POS=VERB | 022 0.19 0.3 7.6le2  6.0de-4  6.6e-2
O GT=1, POS=AD]J 011 008  0.10 3.6e2  42le-1  4.40e-1
nGT=1, POS=ADV 0.11 006 0.2 7.6e2  6.0de-4  6.60e-2

nGT ; 1 012 022 ; 1.61e-22 - -
nPD nGT=1 L | 004 016 022 | 62296 3.42e-135 5.01e-10
dHypo | nGT=1,POS=NOUN L |0.14 0.12  0.09 1.43e-2  1.91e-6 6e-3
dSyno nGT=1 S 014 014 0.14 5.55 5.38 5.67

Table 3: Different uncertainty estimations (SMP) for different levels and corresponding difference significance
(p values) of various effects involving morphology, inventory organization and semantic relations. Agg. means
aggregation manners of the lemma (L), instance (I), and sense (S).

Effect | L1 L2 L3
number 514 603 397
nMorph (N) | “oe | 0,1.67] (16721 (2.9]
number 200 313 132
nMorph (V) | “inee | 02) 221 (2.6
number 136 201 69
nMorph (A) | “nge | ©,1.30] (1302]  (2.6]
number 25 85 36
nMorph D) | "o | 021 221 (261
number 6913 340 -
nGT range 1 >1 -
WPD number 1145 963 463
range 0,2] (2,6] (6,50]
dHvoo number 729 666 340
yp range (1,6] (6,9] (9,43]
dSvno number 1109 1407 763
y range (0,1] (1,3] (3,28]

Table 4: The number and range of effects quantified into
different levels for various effects.

We further explore the effects of morphology
in Table 3. After extracting morphemes for each
word using an off-line tool #, we count the num-
ber of morphemes (denoted as nMorph). Since
words with different parts of speech may have dis-
tinct mechanisms of word formation rules, we split
data according to POS before averaging their UE
scores and calculating corresponding difference
significance. It shows that generally, the more mor-
phemes a word consists of, the more uncertain its
semantics would be. This is expected from the per-
spective of derivational morphology since adding
prefixes, or suffixes could specify the stem words
and have a relatively predictable meaning. For ex-
ample, “V-ation” indicates the action or process

4https ://polyglot.readthedocs.io/en/latest

of the stem verb, e.g., education, memorization.
According to T-test in Table 3, UE scores of dif-
ferent levels for nouns are significantly distinct,
while the difference is not so significant for other
categories. It is because the derivational nouns in-
cluding compound words are more representative
and productive than other categories. This can be
demonstrated by the fact that nouns contain the
highest number of morphemes as shown in Table 4.

5.3.2 Sense Granularity

We first consider the number of ground-truth senses,
i.e., nGT. During the annotation process, a not in-
significant 5% of the target words is labeled mul-
tiple senses (Conia and Navigli, 2021). This re-
flects the difficulty in choosing the most appropri-
ate meaning, even for human annotators. Given
their contexts, the semantics of these words are
expected to be more uncertain, and our result is
consistent with this fact. We control nGT to be 1 in
the remaining evaluation to eliminate its influence.

Second, we study the effect of polysemy degree
(the number of possible candidates), i.e., nPD. It
shows that target words with a more significant
polysemy degree tend to be more uncertain. It
is intuitively understandable because words with
more possible meanings are always commonplace
and easily prone to semantic change, e.g., go, play.
Furthermore, their sense descriptions in WordNet
are more fine-grained, indistinguishable in some
cases even for humans. However, words with less
polysemy degrees, such as compound words, are
more certain in various contexts.
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5.3.3 Semantic relation

We discuss the effects of semantic relations for the
target word in terms of WordNet. We first consider
the hyponym relations, i.e., the depth in which a
word node lies in the hyponym relation tree, as
denoted by dHypo. Since nouns have clearer in-
stances of hyponymy relation, we only consider
this category. The results displayed in Table 3
show that instances with a deeper hyponym tend to
own a certain meaning and the difference between
each pair of levels is significant. That indicates that
more specific concepts have a more determinate
disambiguation, which is intuitive.

Another semantic relation is synonymy, as rep-
resented by dSyno. The measurement reveals that
instances among different levels of the number of
synonyms do not differ from each other signifi-
cantly. This implies that whether the ground-truth
meaning has more neighbors with similar seman-
tics has less impact on the decision of uncertainty.

6 Conclusion

We explore the uncertainty estimation for WSD.
First, we compare various uncertainty scores. Then
we choose SMP as the uncertainty indicator and
examine to what extent a SOTA model captures
data uncertainty and model uncertainty. Experi-
ments demonstrate that the model estimates data
uncertainty adequately but underestimates model
uncertainty. We further explore effects that influ-
ence uncertainty estimation in the perspectives of
morphology, inventory organization and semantic
relations. We will integrate WSD with uncertainty
estimation into downstream applications in the fu-
ture.

7 Limitations

Despite being easily adapted to current deep learn-
ing architectures, one concern about multiple-
forward sampling methods is efficiency, since it
has to repeat I" processes to evaluate uncertainty in
the stage of inference. We leave efficient variants
of sampling methods for future work.

Another glaring issue is the focus on only En-
glish. Different languages may have different ef-
fects on uncertainty estimation due to e.g., distinct
forms of morphology. Thus, some conclusions may
vary according to the language in question. We
hope that follow-up works will refine and comple-
ment our insights on a more representative sample
of natural languages.

8 [Ethics Statement

We do not foresee any immediate negative ethical
consequences of our research.

9 Broader Impact Statement

Knowing what we do not know, i.e., a well-
calibrated uncertainty estimation, is fundamental
for an Al-assisted application in the real world. In
the area of word sense disambiguation, the ambigu-
ity and vagueness inherent in lexical semantics re-
quire a model to represent and measure uncertainty
effectively. Our work explores the combination of
these two areas and hopes that it will provide an
approach to understanding the characteristics of
languages.
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A Appendix

A.1 Distribution of UE scores

We illustrate the distribution of UE scores, i.e., MP,
SMP, PV and BALD for all the test samples in
Figure 8 and samples that are correctly predicted
in Figure 9. We assume samples that the model
could accurately predict are easy and thus have a
more certain meaning. Although SMP is not so
long-tailed as MP in the case of correctly predicted
samples, we do not expect a metric “overconfident”
in all the cases, especially in the misclassified in-
stances.

MP SMP
2 2
60 x10 xl(l)
20 !
40 1
1
10 !
20 !
s=2.38 -
0 Mumem 0 B 5=138
00 02 04 06 08 1.0 00 02 04 06 08 1.0
PV BALD
x102 x102
40 20
20 10
. He_ s=1.44 . |- s=1.54
00 02 04 06 08 1.0 00 02 04 06 08 1.0

Figure 8: The distribution of four UE scores on all the
test samples. The averaged value is indicated by a red
dotted line. We calculate the sample skewness for each
score as well.
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Figure 9: UE distribution on well-classified samples.

A.2 Other Scores for Data Uncertainty

We display the other two sample-based scores PV
and BALD, in comparison with SMP in two data
uncertainty scenarios in Figure 10. SMP has a

higher uncertain score than the other two, espe-
cially in the more sparse context (e.g., L = 0), as
we expected.

(a) Window-controlled

—e— UE_SMP
—m— UE_PV
—+— UE_BALD

0.3

0.2

0.1

0 1 2 8 12 16 20 w
window size: L

(b) Syntax-controlled

0.3

0.2

0.1

0 1 2 3 4 5 w
number of hops: H

Figure 10: UE scores (SMP, PV, and BALD) vary
depending on the range of context for (a) window-
controlled setting and (b) syntax-controlled setting.

A.3 Other Scores for Model Uncertainty

We illustrate the other three UE scores (MP, PV and
BALD) and accuracy for the scenario of model un-
certainty compared with the least uncertain case for
data uncertainty (L=0) in Figure 11, Figure 12 and
Figure 13, respectively. The conclusion that UE
scores underestimate model uncertainty is similar
to that of MP.

0.6
UE_Correct

-—
s UE
0.5 wmm UE_Wrong
B ACC

0.4

0.2

0.1

WCw. L=0

0.0

[e]e]s]

Figure 11: Uncertainty (MP) and accuracy scores for
model uncertainty (OOD) and data uncertainty (con-
trolled context) scenarios. We use window-controlled
UE with L=0 (WC w. L=0). It is evaluated in all the
data instances and wrongly (UE_Wrong) or correctly
(UE_Correct) classified instances.
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Figure 12: Uncertainty (PV) and accuracy scores for
model uncertainty (OOD) and data uncertainty (con-
trolled context) scenarios.
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Figure 13: Uncertainty (BALD) and accuracy scores
for model uncertainty (OOD) and data uncertainty (con-
trolled context) scenarios.

A.4 Linear Regression Analysis

Figure 14 reports all the effects and corresponding
coefficients and p-values of the linear regression
model described in Subsection 5.3.

Residuals:
Min 1Q Median 3Q Max
-0.58641 -0.10545 -0.06753 0.09504 0.53066

Coefficients:
Estimate Std. Error t value Pr(>Itl)
(Intercept) ©0.0083035 0.0170900 ©0.486 ©.62709

POSADV -0.0175029 0.0142610 -1.227 0.21978
POSNOUN 0.0332515 0.0116023 2.866 ©.00418 **
POSVERB 0.0687057 0.0098485 6.976 3.6le-12 ***
nMorph -0.0115582 0.0035480 -3.258 0.00113 **
nGT 0.0843417 ©0.0120718  6.987 3.35e-12 ***
nPD 0.0086235 ©0.0004789 18.006 < 2e-16 ***
dHypo -0.0021911 0.0011069 -1.979 0.04785 *
dSyno -0.0012973 0.0014049 -0.923 0.35585

Signif. codes: @ '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
Residual standard error: ©.1648 on 3511 degrees of freedom

Multiple R-squared: 0.175, Adjusted R-squared: 0.1731
F-statistic: 93.1 on 8 and 3511 DF, p-value: < 2.2e-16

Figure 14: Linear regression model predicting the UE
score (SMP) by various effects.
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