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Abstract

Existing definitions of lexical substitutes are
often vague or inconsistent with the gold anno-
tations. We propose a new definition which is
grounded in the relation of entailment; namely,
that the sentence that results from the substi-
tution should be in the relation of mutual en-
tailment with the original sentence. We argue
that the new definition is well-founded and
supported by previous work on lexical entail-
ment. We empirically validate our definition
by verifying that it covers the majority of gold
substitutes in existing datasets. Based on this
definition, we create a new dataset from exist-
ing semantic resources. Finally, we propose a
novel context augmentation method motivated
by the definition, which relates the substitutes
to the sense of the target word by incorporating
glosses and synonyms directly into the context.
Experimental results demonstrate that our aug-
mentation approach improves the performance
of lexical substitution systems on the existing
benchmarks.

1 Introduction

Lexical substitution is the task of finding appro-
priate replacements for a target word in a given
context sentence. This task was first introduced as
an application-oriented alternative to word sense
disambiguation (WSD) that does not depend on
a predefined sense inventory (McCarthy, 2002).
Lexical substitution has been applied in various
tasks, such as word sense induction (Amrami and
Goldberg, 2018), lexical relation extraction (Schick
and Schütze, 2020), and text simplification (Al-
Thanyyan and Azmi, 2021).

Lexical substitution continues to be an important
area of research in NLP. For instance, it can be
used to probe the ability of NLP models to cap-
ture contextual meaning, as substitutes can vary
depending on the sense of the word. Furthermore,
professional writers often need good substitutes in

a specific context, which cannot be found by simply
looking them up in a thesaurus.

Many definitions used in the literature to de-
scribe lexical substitution are either vague or in-
consistent with the evaluation datasets. For ex-
ample, Hassan et al. (2007) and Roller and Erk
(2016) leave the criteria for lexical substitution to
the discretion of human annotators. Studies such
as Sinha and Mihalcea (2009, 2014) and Hintz and
Biemann (2016) require substitutes to be synonyms,
which creates a discrepancy with established lexi-
cal substitution benchmarks that allow annotators
to provide slightly more general terms (hypernyms)
(McCarthy, 2002; Kremer et al., 2014). For exam-
ple, while the two words are not synonyms, vehicle
can be considered as a valid substitute for car if
the context clearly refers to a car. Most prior work
requires substitutes to preserve the meaning of the
original sentence (McCarthy and Navigli, 2007;
Giuliano et al., 2007; Szarvas et al., 2013a,b; Kre-
mer et al., 2014; Melamud et al., 2015; Garí Soler
et al., 2019; Zhou et al., 2019; Lacerra et al., 2021;
Michalopoulos et al., 2022; Seneviratne et al., 2022;
Wada et al., 2022). However, as we show in this
work, not all gold substitutes necessarily preserve
the meaning of the sentence taken in isolation.

We propose a definition of lexical substitution
that is more precise and well-founded. Our aim is
not only to address the inconsistency in the liter-
ature but also to align the task definition with es-
tablished evaluation datasets. We draw on insights
from natural language inference (NLI), which pro-
vides a framework for understanding the semantic
relationship between sentences and words. Accord-
ing to our definition, the sentence that results from
a lexical substitution must be in the relation of
mutual entailment with the original sentence. For
example, position is a suitable substitute for post
in the sentence “I occupied a post in the treasury”
because the two sentences entail each other. The
entailment criterion takes into account the implicit
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background knowledge (Dagan et al., 2005), which
allows lexical substitution to generalize over sim-
ple synonym replacement, encompassing a wider
range of semantic relations, such as hypernymy
and meronymy (Geffet and Dagan, 2005).

The classification of the entailment relation be-
tween two sentences requires the identification of
the target word’s sense. For example, position is
a proper substitute for post only if it is used in the
sense corresponding to “job in an organization”.
Based on this observation, we develop an augmen-
tation method that helps to ground the substitutes
by incorporating glosses and synonyms of the tar-
get word’s sense directly into the context. Since
the word sense is latent, the method leverages a
WSD system to account for the probabilities of
each candidate sense.

We show the effectiveness of the proposed def-
inition and our augmentation method through ex-
periments on existing lexical substitution datasets.
Our analysis indicates that the proposed definition
encompasses gold substitutes that could not pre-
viously be explained by existing definitions. Fur-
thermore, our empirical evaluation shows that our
augmentation method improves the performance
on the lexical substitution benchmarks by up to 4.9
F1 points, surpassing the previous state-of-the-art
models in certain settings.

The main contributions of this paper are as fol-
lows.

1. We propose a task formulation for lexical sub-
stitution that is grounded in entailment and
show its suitability for existing datasets.

2. We construct a new dataset for lexical substi-
tution, which demonstrates the applicability
of our theoretical definition.

3. By facilitating the identification of the latent
word senses, our method improves results on
existing lexical substitution benchmarks.

2 Related Work on Lexical Substitution

In this section, we review the available datasets and
provide a brief overview of the prior work.

2.1 Datasets

The first English lexical substitution dataset was
created by McCarthy and Navigli (2007) for
SemEval-2007 Task 10. The dataset, which we re-
fer to as SE07, consists of 2003 context sentences

with one target word per sentence. The authors
instructed the annotators to provide substitutes that
preserve the original meaning of the sentence.

Biemann (2012) constructed Turk Bootstrap
Word Sense Inventory (TWSI), which encompasses
a sense inventory induced by lexical substitutes for
1,012 common English nouns. It was created by an-
notating 25,851 sentences with lexical substitutes
using Amazon Mechanical Turk.

Kremer et al. (2014) introduced CoInCo, an “all-
word” lexical substitution dataset, in which all con-
tent words in a corpus are annotated with substi-
tutions. According to the authors, the all-word
setting provides a more realistic distribution of tar-
get words and their senses. It is important to note
that both McCarthy and Navigli (2007) and Kre-
mer et al. (2014) explicitly allowed annotators to
provide phrases or more general words when they
could not think of a good substitute.

The SWORDS dataset (Lee et al., 2021) is based
on the CoInCo dataset but uses a slightly different
annotation approach. Instead of relying on annota-
tors to come up with substitutes from their memory,
they were provided with a list of candidate sub-
stitutes from a thesaurus and CoInCo for a given
target word. The dataset contains 1,250 context
sentences, each with a single target word.

The task of lexical substitution is not limited
to the English language, and datasets have also
been created for other languages, including Italian
(Toral, 2009), and German (Cholakov et al., 2014);
the latter dataset includes sense annotations (Miller
et al., 2016). In addition, a cross-lingual dataset
from SemEval-2010 Task 2 (Mihalcea et al., 2010)
combines English target words and sentences with
Spanish gold substitutes. While multilingual and
cross-lingual tasks are beyond the scope of this pa-
per, our proposed grounding of lexical substitution
in entailment is also applicable in those settings.

2.2 Methods

Numerous methods have been proposed for lexi-
cal substitution. Early methods retrieve candidate
substitutes from lexical resources such as WordNet
(Miller, 1995). Approaches that rank candidate sub-
stitutes are based on web queries (Zhao et al., 2007;
Martinez et al., 2007; Hassan et al., 2007), ngram
models (Giuliano et al., 2007; Yuret, 2007; Dahl
et al., 2007; Hawker, 2007; Hassan et al., 2007),
latent semantic analysis (Giuliano et al., 2007; Has-
san et al., 2007), delexicalized features (Szarvas
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et al., 2013a), and word embeddings (Melamud
et al., 2015, 2016; Roller and Erk, 2016).

Pre-trained neural language models (NLMs) and
their contextualized embedding representations
have greatly advanced the state of the art in lexical
substitution. Garí Soler et al. (2019) use contex-
tual embeddings from ELMo (Peters et al., 2018)
to calculate the similarity between the target and
candidate substitutes. To fix the bias toward the
target word, Zhou et al. (2019) apply a dropout
embedding policy that partially masks the target
word’s BERT embedding. Arefyev et al. (2020)
propose combining a masked language model prob-
ability score with a contextual embedding-based
proximity score. Lacerra et al. (2021) propose train-
ing a supervised sequence-to-sequence model that
takes a context sentence containing a target word
as input, and outputs a comma-separated list of
substitutes. Wada et al. (2022) employ contextual-
ized and decontextualized embeddings (the average
contextual representation of a word in multiple con-
texts). Yang et al. (2022) inject information about
the target word into context and use BERT to gen-
erate initial candidates. Furthermore, they train
RoBERTa on the Multi-Genre Natural Language
Inference corpus (Williams et al., 2018) to further
refine the ranking by semantic similarity scores.

Similar to our method, two recent proposals
leverage knowledge from WordNet to improve the
quality of substitutes retrieved from pretrained neu-
ral language models. Michalopoulos et al. (2022)
inject synonyms by linearly interpolating their con-
textual embeddings, while we insert synonyms and
glosses directly into the context. Seneviratne et al.
(2022) and the other approach of Michalopoulos
et al. (2022) use knowledge from WordNet only
at the ranking stage after candidates had been gen-
erated from an NLM. In contrast, our approach
injects WordNet information into the NLM’s in-
put from the beginning, which may produce more
relevant candidates initially.

3 Entailment-Based Lexical Substitution

In this section, we provide background information
about entailment, present the theoretical formula-
tion of the proposed definition, and demonstrate its
suitability through empirical validation.

3.1 Entailment

A premise (P ) entails a hypothesis (H) if a hu-
man reader of P would infer that H is most likely

true (Dagan et al., 2005). Entailment is denoted
as P |= H . For example, the premise “the wa-
ter is boiling” entails the hypothesis “the water is
hot”. This definition of entailment assumes a com-
mon human understanding of language, as well as
common background knowledge. Entailment is a
directional relation, which means that P |= H does
not imply H |= P . For example, “I own a car” en-
tails “I own a vehicle” but not the other way around.
However, if P |= H and H |= P then H and P
are semantically equivalent: P ≡ H (MacCartney,
2009).

Lexical entailment is a subset of textual entail-
ment that specifically examines the relationship
between a premise and a hypothesis where the two
differ by a single word or phrase (Kroeger, 2018).
It has previously been established that words in
context often entail their synonyms, hypernyms,
and, in some cases, holonyms (Geffet and Dagan,
2005).

3.2 Lexical Substitution Definition

We anchor our definition of lexical substitution in
textual entailment. Let Ct be a context sentence
that contains a target word t, and let Cw be the same
context sentence where t is replaced with a word
or phrase w. We define w as a lexical substitute for
t in Ct if and only if Ct and Cw entail each other:

LexSub(Ct, w) ⇔ Ct |= Cw ∧ Cw |= Ct

This binary definition can be adapted to the task of
substitute generation by considering a finite set of
all words and short phrases. Specifically, the output
of the generation task would consist of all candidate
substitutions that satisfy the above condition.

While entailment is recognized as an important
substitutability criterion within the NLI community
(Geffet and Dagan, 2004; Zhitomirsky-Geffet and
Dagan, 2009), it has been largely overlooked in
lexical substitution. A notable exception is Giu-
liano et al. (2007), who recognize the significance
of the relationship between lexical substitution and
entailment. Although their mutual textual entail-
ment criterion is similar to ours, we disagree with
their conclusion that the mutual equivalence re-
quirement restricts substitutes to synonyms only.
Next, we show that this criterion not only extends
beyond word synonymy, but also naturally allows
for the integration of common-sense reasoning and
knowledge about the world.
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3.3 Semantic Equivalence

In this section, we explicitly spell out our assump-
tions about the relationship between lexical substi-
tution and the criterion of meaning preservation.

The first proposition states that all contextual
synonyms are good substitutes.

Proposition 1. If t and w express the same con-
cept in C then w is a lexical substitute for t in
C.

Proof. When we replace a target word with an-
other word that expresses the same concept in a
given context, the truth conditions of the sentence
do not change. This is because the truth conditions
are determined by the relationships between con-
cepts that are expressed in the sentence. Therefore,
the mutual entailment between Cw and Ct must
hold, which by our definition implies that w is a
lexical substitute for t in the context C.

If words express the same concept in some con-
text, they must belong to the same wordnet synset
(Hauer and Kondrak, 2020). A wordnet is a lexical
ontology in which words are grouped into sets of
synonyms (synsets), each representing a distinct
concept (Miller, 1995). The suitability of contex-
tual synonyms with lexical substitution provides a
theoretical basis for the use of wordnets to generate
substitutes (McCarthy and Navigli, 2007).

The implication in Proposition 1 is unidirec-
tional; that is, not all substitutes must be synonyms.

Proposition 2. If w is a lexical substitute for t
in C then t and w do not necessarily represent the
same concept in C .

As evidence that the reverse implication does
not hold, we provide a counter-example. Consider
the following sentence from the SWORDS dataset:

“Those hospitals were not for us. They were for
an expected invasion of Japan.” where the word
planned is among the gold substitutes for the target
word expected. While the verbs expect and plan are
not synonyms, this particular substitution is correct
considering the broader historical context of World
War II, which has been provided in previous sen-
tences. From the point of view of the US military,
the invasion was both planned and expected. Thus,
although the two words do not express the same
concept, the corresponding sentences entail each
other.

Taken together, these two propositions imply
that synonymy within a narrow context is a suf-
ficient but not a necessary condition for mutual
entailment between the sentences. Thus, mutual

Strict meaning preservation
Covered Not covered

O
ur

s Covered 35 6
Not covered 0 9

Table 1: The number of substitutes in a random sample
which are captured by our entailment-based definition
vs. the existing definition of meaning preservation.

entailment provides a more flexible criterion for
substitution than contextual synonymy. The mu-
tual entailment criterion captures the nuances of
lexical substitution better than the definitions based
on strict meaning preservation because it takes into
account both context and background knowledge.
This is essential to identify a wider range of sub-
stitutions in scenarios such as the ones described
above. Furthermore, this definition may facilitate
the job of annotators by breaking down lexical sub-
stitution into two concrete entailment conditions,
which are easier to reason about.

3.4 Empirical Validation
To validate our proposed definition, we perform
a manual analysis of a random sample of 50 gold
substitutes from the SWORDS dataset which are
labeled “acceptable” (i.e., high quality). Our ob-
jective is to assess whether these substitutes are
adequately covered by our definition. We provide
a detailed description of our manual analysis pro-
cedure and examples in Appendix A.

The summary of our manual analysis is pre-
sented in Table 1. It shows that our definition suc-
cessfully covers 41 (82%) of gold substitutes. All
9 substitutes that are not covered by our definition
are also not covered by the existing definition of
meaning preservation. This finding matches our
Proposition 1, which implies that a word that is not
a lexical substitute (i.e., mutual entailment does not
hold), cannot express the same concept (i.e. there
is a difference in meaning). We conclude that those
9 instances represent annotation errors (rows 1-9
in Table 5).

We also observe that the 6 substitutes that are
not covered by the existing definition of meaning
preservation are covered by our definition (rows
10-15 in Table 5). For example, consider the con-
text “Energy Secretary Bill Richardson went to
Baghdad in 1995 while a representative for New
Mexico,” where elected official is a gold substitute
for representative. The new sentence induced by
the substitution does not preserve the original mean-
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ing because not every elected official is a congress
representative. However, the sentence provides
enough historical context to validate the substitu-
tion. This observation matches our Proposition 2,
which states that lexical substitutes need not repre-
sent the same concept.

3.5 Dataset Induced by Entailment

Based on Proposition 1, we use synonyms from
existing semantic resources to construct a new lexi-
cal substitution dataset, which we refer to as WN-
Sub.1 This is because replacing target words with
synonyms is guaranteed to generate sentences that
satisfy the mutual entailment criterion.

To generate the WNSub dataset, we use SemCor
(Miller et al., 1994), the largest corpus manually
annotated with WordNet senses. The sense anno-
tations are crucial for our dataset, as contextual
synonyms are defined in relation to word senses
rather than word lemmas. For example, for the
sentence “can your insurance company aid you in
reducing administrative costs?” we retrieve substi-
tutes help and assist from the WordNet synset that
corresponds to the annotated sense of the target
word aid. In total, we obtain 146,303 sentences
with 376,486 substitutes.

Although contextual synonyms do not neces-
sarily capture all aspects of lexical substitution,
WNSub can be used for pre-training supervised
systems, in combination with other datasets. We
verify this claim experimentally in Section 5.3.

4 Sense-based Augmentation Method

In this section, we describe our sense-based aug-
mentation method for lexical substitution. Our ap-
proach is based on the observation that knowing the
sense of the target word is key to deciding whether
a substitution induces an entailment relation be-
tween the two sentences. For example, position is
a proper substitute for post in some context only
if the latter is used in the sense corresponding to
“job in an organization”. We posit that inserting
sense glosses directly into the context will help lex-
ical substitution systems identify substitutes that
are mutually entailed by the original context. Our
hypothesis is supported by prior findings that this
technique works well for semantic tasks such as
WSD (Huang et al., 2019) and idiomaticity detec-
tion (Hauer et al., 2022).

1Dataset and code available at https://github.com/
talgatomarov/wnsub

Our method is based on two stand-alone mod-
ules: a WSD system and a lexical substitution gen-
eration system. The method is sufficiently flexible
to incorporate new systems as the state of the art on
those two tasks continues to improve. The only re-
quirement is that these systems output probabilities
for each candidate sense or substitute.

The formula below is used to combine the prob-
abilities from the two systems. Figure 1 shows an
example of soft constraint augmentation. Let Ct be
a context sentence containing the target word t, w
be a candidate substitute, and s ∈ senses(t) be a
candidate sense for t in Ct. Under the assumption
that the substitutes depend on the sense of the tar-
get word, the conditional probability P (w|Ct) can
be derived by marginalizing the senses out:

P (w|Ct) =
∑

s∈senses(t)
P (w|Ct, s)× P (s|Ct)

In the equation above, we model P (s|Ct) using a
WSD system, and obtain P (w|Ct, s) from a lexical
substitution system that operates on the context
augmented with sense information.

Motivated by the work of Luan et al. (2020),
we experiment with two types of constraint: hard
and soft. In the hard-constraint approach, a WSD
system is used to identify the most likely sense of
the target word, which is effectively assigned the
probability of 1.0. Next, the glosses and synonyms
corresponding to this sense are retrieved from a lex-
ical resource and inserted in parentheses after the
target word. This augmented context is then passed
to a lexical substitution system, which generates
substitutes along with their substitute probabilities.
In the soft-constraint approach, for each possible
sense of the target word, a WSD system first com-
putes its probability, the context is augmented with
glosses and synonyms of that sense, and finally a
lexical substitution system generates and assigns
final probabilities to candidate substitutes using the
formula above.

Soft constraint allows grounding of lexical sub-
stitutes in the target word senses, while taking into
account the probability of each candidate sense. We
posit that considering all candidate senses and their
probabilities should work better than committing to
a single most likely sense, by improving robustness
against WSD errors. In addition, in some cases,
the context itself may not provide enough informa-
tion to reliably disambiguate the sense of the target
word. We verify this hypothesis experimentally in
the next section.
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Figure 1: An example of augmenting a context with target word definitions, and calculating substitute scores. For
brevity, not all candidate senses and substitutes are shown.

5 Experiments

In this section, we investigate the effectiveness of
our dataset and augmentation method in improving
the performance of lexical substitution systems.
The experiments were conducted on a machine
with two NVIDIA GeForce RTX 3090 video cards.

5.1 Evaluation Datasets and Metrics
We evaluate our methods using test splits from two
benchmarks: the SemEval 2007 Task 10 (SE07)
(McCarthy and Navigli, 2007) and SWORDS (Lee
et al., 2021). Each benchmark has its own set of
evaluation metrics, which we outline here.

The SE07 benchmark uses best and oot metrics,
which measure the quality of the system’s top-1
and top-10 predictions, respectively. These metrics
assign weights to gold substitutes based on how fre-
quently annotators selected them. The benchmarks
also use mode variations of best and oot, which
evaluate performance against a single gold substi-
tute chosen by the majority of annotators, provided
that such a majority exists. We consider the mode
metrics theoretically problematic because they dis-
regard instances without an annotation majority,
and because many instances could involve multiple
equally valid substitutes,

The SWORDS benchmark uses F 10 scores, the
harmonic mean of precision and recall, calculated
with respect to the system’s top 10 predictions and
acceptable (F 10

a ) or conceivable (F 10
c ) gold substi-

tutes. A candidate is labeled as conceivable if it
was selected by at least one annotator and accept-
able if selected by at least half of the annotators.
Furthermore, the benchmark includes two evalu-
ation settings: lenient and strict. In the lenient
setting, any system-generated substitutes that are
not in SWORDS are removed. In the strict setting,
all system-generated substitutions are considered.
The lenient settings were originally proposed to
compare against “oracle” baselines whose predic-
tions are guaranteed to be in SWORDS. We posit
that the lenient setting provides an unreliable ba-
sis for measuring lexical substitution performance

in real-world scenarios because systems are not
provided with a predefined vocabulary of possible
words that can occur during testing.

All existing evaluation metrics require a rank-
ing mechanism to select top-k system predictions,
which is problematic for two reasons. First, there
is a lack of clarity on objective criteria for rank-
ing substitute words. For example, in the sentence

“the FBI said that explicit conversations about the
scheme had been recorded”, it is debatable whether
disclosed is a better substitute for said than de-
clared. Second, the existing metrics reward sys-
tems for generating a specific number of candidates,
regardless of how many substitutes actually exist.
This may result in an inaccurate evaluation of the
system’s ability to generate correct substitutes.

Despite these limitations, our method builds
upon existing systems that have been optimized
using these metrics, and therefore we use them for
the evaluation. However, we posit that it would be
beneficial for future lexical substitution systems to
consider metrics that do not depend on substitution
ranking, such as the standard F1 score calculated
with respect to all predicted substitutes.

5.2 Comparison Systems

On the SE07 dataset, we compare against KU
(Yuret, 2007), supervised learning (Szarvas et al.,
2013a), BERT for lexical substitution (Zhou et al.,
2019), GeneSis (Lacerra et al., 2021), LexSubCon
(Michalopoulos et al., 2022), and CILex (Senevi-
ratne et al., 2022). The reported results are from
the last two papers.

On the SWORDS dataset, we compare against
GPT-3 with “in-context” learning (Brown et al.,
2020), a commercial lexical substitution system
Word-Tune2, and a BERT baseline which produces
substitutes according to the masked language mod-
eling head (Devlin et al., 2019). The results of
these models are reported by Lee et al. (2021). We
also include the results of Yang et al. (2022).

2https://www.wordtune.com
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5.3 WNSub Experiments

The objective of the experiments with WNSub (Sec-
tion 3.5) is to determine whether the dataset could
enhance the performance of supervised sequence-
to-sequence lexical substitution models when used
as a pre-training dataset.

The first model is our own implementation of a
simple supervised sequence-to-sequence (seq2seq)
model. It takes a context where the target word
is tagged with two brace tokens, and generates a
substitute word or phrase as a prediction. We use
beam search to generate multiple likely substitutes.
Our underlying seq2seq model is bart-large (Lewis
et al., 2020). We utilize the same set of hyper-
parameters for both pre-training and fine-tuning.
Specifically, we train our model for 19,000 steps
with a batch size of 64 and a learning rate of 4e-5.

The second model is GeneSis (Lacerra et al.,
2021), also a sequence-to-sequence model. Unlike
our model, GeneSis filters out words that are not
in WordNet, and it incorporates a fallback strat-
egy in the oot setting. When the model generates
fewer than 10 substitutes, additional words are re-
trieved from WordNet, and ranked using NLM em-
beddings. To assess the model’s performance based
solely on annotated data, we disable both lexicon
filtering and fallback strategy. We use their default
settings for both pre-training and fine-tuning.

In order to evaluate the contribution of the WN-
Sub dataset, we compare a baseline approach with
a WNSub pre-training approach. In the baseline
approach, we train the systems on existing datasets,
specifically the CoInCo and TWSI datasets, follow-
ing the methodology of Lacerra et al. (2021). In
the pre-training approach (+ WNSub), we first pre-
train the systems on WNSub, and then fine-tune on
the union of the CoInCo and TWSI datasets. Our
evaluation is on the SE07 test set only, as SWORDS
includes instances from CoInCo.

The results in Table 2 indicate that pre-training
on the WNSub dataset improves the results of both
supervised models. The only exception is GeneSis
in the oot setting, in which there is no penalty for
attempting to fill all 10 candidate substitutes, even
if some of them are incorrect. However, when eval-
uated using the standard F1 score that considers
all predictions, pre-training does improve Gene-
Sis’ performance from 26.8 to 27.7 points. This
suggests that the F1 metric may better reflect the
quality of the systems when they are not forced to
produce a fixed number of substitutes.

Models best oot
Yuret (2007) 12.9 46.2
Szarvas et al. (2013a) 15.9 48.8
Zhou et al. (2019) 20.3 55.4
GeneSis (2021) 21.6 52.4
Michalopoulos et al. (2022) 21.1 51.3
Seneviratne et al. (2022) 23.3 56.3
WNSub experiments
seq2seq baseline 9.7 44.0
+ WNSub 10.7 44.8
GeneSis* 19.2 34.3
+ WNSub 19.6 34.1
Augmentation experiments
LexSubGen (2020) 21.7 55.1
+ soft constraint 21.9 57.9
Wada et al. (2022) 21.8 58.0
+ soft constraint 22.0 58.4

Table 2: Results on the SE07 test set. *With disabled
vocabulary filtering and fallback strategy.

5.4 Augmentation Experiments

We evaluate the effectiveness of our sense-based
augmentation method (Section 4) on both SE07
and SWORDS test sets, using two different lexical
substitution systems. We retrieve synonyms and
glosses for the target word from WordNet 3.0 via
NLTK (Bird et al., 2009).

As our base WSD system, we use ConSec3

(Barba et al., 2021). The model jointly encodes
the context containing the target word and all pos-
sible sense definitions, and extracts the span of
the definition that best fits the target word. Con-
Sec also leverages the senses assigned to nearby
words to improve performance. Since the original
implementation outputs only predicted senses, we
changed the source code to capture the probability
scores for all candidate senses.

As our primary base lexical substitution system,
we use LexSubGen4 (Arefyev et al., 2020). Their
best-performing model injects the target word in-
formation by combining the substitute probability
from XLNet (Yang et al., 2019) with the contextual
embedding similarity of the substitute to the target
word.

To test the generalizability of our approach, we
also apply our augmentation method to the model
of Wada et al. (2022). Their model is based on the
similarity of contextualized and decontextualized

3https://github.com/SapienzaNLP/consec
4https://github.com/Samsung/LexSubGen

2860

https://github.com/SapienzaNLP/consec
https://github.com/Samsung/LexSubGen


Models F 10
a F 10

c

GPT-3 22.7 36.3
WordTune 22.8 33.6
BERT 19.2 30.3
Yang et al. (2022) 18.3 28.7
LexSubGen (2020) 19.4 29.9
+ soft constraint 21.5 34.8
Wada et al. (2022) 24.5 39.9
+ soft constraint 24.7 42.5

Table 3: Results on the SWORDS test set.

embeddings, which represent the average contex-
tual representation of a word in multiple contexts.

The results on SE07 in Table 2 show that our
approach leads to improvements over both base
models. In the oot setting, the result of 57.9 repre-
sents a 5% relative gain, while the result of 58.4 is
higher than any reported in prior work.

Similarly, the results on SWORDS in Table 3
demonstrate consistent improvements over both
base systems in the strict evaluation settings. The
results in the last row represent the new state of the
art on the SWORDS dataset.

5.5 Ablation and Analysis

Table 4 presents the results of an ablation study
on the SWORDS dataset, which we conducted to
assess the impact of various components of our aug-
mentation method. Removal of both synonyms and
glosses simultaneously is equivalent to the LexSub-
Gen baseline shown in the first row. Our principal
model, soft constraint, is in the row 3. The results
in rows 2 and 3 show that hard constraint is less
effective than soft constraint. This is because the
former relies on a single most likely sense, which
makes it less robust to WSD errors. The results
in rows 4 and 5 indicate that glosses provide more
information than synonyms. Overall, the ablation
study provides further evidence that augmentation
improves lexical substitution systems.

We also performed a manual error analysis on
a randomly selected sample of 20 instances from
SWORDS. We did not find any instances where
the augmentation results in missed substitutes, as
compared to the base model. On the other hand, we
found one instance where the augmentation helps to
identify two gold substitutes, overlook and neglect,
as substitutes for miss. We note that these three
verbs share a WordNet synset which is glossed as
“leave undone or leave out.”

Models F 10
a F 10

c

LexSubGen 19.4 29.9
+ hard constraint 21.2 34.2
+ soft constraint 21.5 34.8

- gloss 20.6 32.7
- synonyms 21.1 33.6

Table 4: Ablation study on the SWORDS test set.

6 Conclusion

We consider the new entailment-based definition
and formalization of lexical substitution as the prin-
cipal contribution of this paper. The new WNSub
dataset and the context augmentation method are
inspired by our theoretical analysis. The experi-
ments demonstrate that both innovations lead to
performance improvements on the standard lexi-
cal substitution benchmarks, which we interpret
as empirical validation of the theoretical approach.
In the future, we plan to explore the generalizabil-
ity of our approach to other languages, as well as
cross-lingual lexical substitution.

7 Limitations

Our augmentation approach is model-agnostic,
meaning that it can be applied to any lexical sub-
stitution model. However, this also means that it
inherits any limitations of the underlying model.
For example, in the case of LexSubGen, it can only
produce single-token words as substitutes which
might prevent it from generating valid longer words
or phrases as substitutes that are present in the gold
annotations. Additionally, the substitutes are also
limited by the vocabulary of the pre-trained lan-
guage model that LexSubGen uses.

Another limitation of our method is that it relies
on the presence of target words in a lexical resource,
such as WordNet, together with their synonyms
and glosses. If this sense-specific information is
missing from the lexical resource, it cannot be used
to improve the performance of a lexical substitution
system.

Our entailment criterion for lexical substitution
is defined for the binary classification task, rather
than for generation or ranking tasks. However, if a
probabilistic model is used to determine the proba-
bility of mutual entailment between sentences, this
score can be utilized to rank substitutes if necessary.
As explained in Section 3.2, the binary definition
can also be adapted to the generation task by iterat-
ing over candidate substitutes.
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8 Ethics Statement

It is important to acknowledge that our approach
utilizes a large language model trained on data from
the internet, which may contain inherent biases.
Therefore, it is crucial to exercise caution when
applying this model in applications such as writing
assistance, where it may have a direct impact on
individuals or groups.

We also have considered ethical considerations
in the construction and use of our evaluation dataset.
The dataset we used was automatically constructed
from publicly available datasets and lexical re-
sources. To the best of our knowledge, the origi-
nal datasets do not contain offensive content. The
names included in the datasets are from texts that
are already publicly available. We did not use the
help of third-party annotators to produce any addi-
tional data. The datasets we used did not include
any license agreements or terms of use. The only
requirement was to cite the dataset papers, which
we have done in Section 3.5. Additionally, we in-
tend to release our dataset publicly to encourage
further research and development in the field of
lexical substitution.
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A Manual Dataset Analysis

In this section, we describe our manual analysis
procedure. It consists of the following steps.

1. We randomly select 50 gold substitutes along
with their corresponding contexts and target
words.

2. For each sampled gold substitute, we generate
a new sentence by replacing the original target
with the gold substitute.

3. For each generated sentence pair, we check
the following criteria:

(a) Whether the original sentence entails the
new sentence.

(b) Whether the new sentence entails the
original sentence.

(c) Whether the new sentence fully preserves
the meaning of the original sentence.

To identify textual entailment, we follow the def-
inition outlined in Section 3.1. We verify the mean-
ing preservation criterion by assessing whether the
target word and its substitute candidate represent
the same concept within the given context.

This analysis, which is summarized in Section
3.4, allows us to compare our definition, which
is based on mutual entailment, with the existing
definition of meaning preservation. The results of
our analysis are presented in Table 5.
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Context Ct Substitute w Cw |= Ct Ct |= Cw
Meaning
preserved

I am glad to be out of the favor-trading scene for half a minute moment No No No
It didn’t seem like we had a lot of holes to fill. It’s good, it
gives us something we didn’t have and we didn’t lose much.

award No Yes No

Walking out of the church , a little gust of cold air caught me
by surprise.

icy No Yes No

"It’s a long way to anywhere worth going," he said. declare No Yes No
Taste , hearing and touch became a single blur , and I do not
know if my eyes were open.

uncovered No No No

My favorite thing about her is her straightforward honesty
and that her favorite food is butter.

uncomplicated No No No

I had almost forgotten the body lying with broken neck on the
cathedral’s hard tiles

damage Yes No No

A black hallway opened into a space like a cathedral. The
vault rose into obscurity above me, and a massive window
stood ahead of me.

large church Yes No No

A black hallway opened into a space like a cathedral. The
vault rose into obscurity above me, and a massive window
stood ahead of me.

house of god Yes No No

“Excuse me,” I said, ignoring Nepthys’ warning look, mention Yes Yes No
Please, walk this way. proceed Yes Yes No
They were for (an expected invasion of Japan) planned Yes* Yes No
Energy Secretary Bill Richardson went to Baghdad in 1995
while a representative for New Mexico.

elected offi-
cial

Yes Yes* No

Then I felt a tug on the back of my shirt and noticed that Amy
was following me.

see Yes Yes No

This story might be interesting. Does it have anything to do
with why your head is shaved?

scalp Yes Yes No

I swear. They all thought I was Steve Martin . vow Yes Yes Yes
...many clinical psychologists already receive inadequate train-
ing

insufficient Yes Yes Yes

Now, will you tell me how you know my family? have knowl-
edge of

Yes Yes Yes

It’s okay, you can trust him. alright Yes Yes Yes
...you know some way to locate the undead, don’t you ? have Yes Yes Yes
But in some areas, the seabass are being overfished. location Yes Yes Yes
The Persian Gulf War destroyed much of the country’s medical
infrastructure

devastate Yes Yes Yes

That was very kind of her. exceedingly Yes Yes Yes
...considers prescriptive authority a logical extension of psy-
chologists’ role as health-care providers

rational Yes Yes Yes

...we simply want to discover whether this individual is in fact,
a vampire.

find Yes Yes Yes

But they liked the way (Jose) has played and they’re giving
him a chance.

enjoy Yes Yes Yes

Karnes had his own Jeep, and went to the beach head Yes Yes Yes
Ochoa has played in the majors for five different teams starting
in 1995

commence Yes Yes Yes

The new plant is part of IBM ’s push to gain a strong lead in
chip-making.

formidable Yes Yes Yes

He ran down a hallway and slipped behind one of the doors doorway Yes Yes Yes
"What would convince you to part with it?" She considered
this , looking him over.

think over Yes Yes Yes

One expert, whose job is so politically sensitive that he spoke
on condition that he wouldn’t be named or quoted, said . . .

cite Yes Yes Yes

We’ve had genies , indentured sorcerers , even golems and the
occasional elf.

intermittent Yes Yes Yes

RxP opponents charge the APA with pushing its prescription-
privileges agenda without adequately assessing support for it
in the field.

sufficiently Yes Yes Yes

Comey said Tokhtakhounov had three residences in Italy state Yes Yes Yes
It pulled back around his fingertips, which bore things that
might have been nails or claws.

object Yes Yes Yes

Hall is to return to Washington on April 22 arrive back Yes Yes Yes
Moreover , he said , technology now exists for stealing corpo-
rate secrets.

in addition Yes Yes Yes
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35 thin fingers waved lazily like seaweed. narrow Yes Yes Yes
The door took us to the bottom of a flight of wooden stairs. bring Yes Yes Yes
It’s exhausting to talk to those people. folk Yes Yes Yes
I bet my friend can tell you everything you need to know. feel the neces-

sity for
Yes Yes Yes

That’s a question you learn not to ask here. in this place Yes Yes Yes
If he got your girl, she’s probably dead! most likely Yes Yes Yes
Rep. Tony Hall, D-Ohio, urges the UN to allow a freer flow of
food and medicine into Iraq.

transmission Yes Yes Yes

"I have made it a policy of mine never to serve seabass," said
Hahn. "I refuse to sell it."

market Yes Yes Yes

"You idiots! You woke it up?" blockhead Yes Yes Yes
She will have reunions of sorts with her famous kitchen in the
next few weeks.

forthcoming Yes Yes Yes

Still unresolved is Sony’s effort to hire producers J. Peters and
P. Guber to run the studio.

give job to Yes Yes Yes

Ochoa will join the club today in Anaheim before tonight’s
game against the Yankees.

enter Yes Yes Yes

Table 5: The table contains a random sample of 50 substitutes from the SWORDS dataset. The target words are in
bold. * denotes that the specified entailment holds if we assume relevant background knowledge.
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