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Abstract

Text classification in education, usually called
auto-tagging, is the automated process of as-
signing relevant tags to educational content,
such as questions and textbooks. However,
auto-tagging suffers from a data scarcity prob-
lem, which stems from two major challenges:
1) it possesses a large tag space and 2) it is
multi-label. Though a retrieval approach is re-
portedly good at low-resource scenarios, there
have been fewer efforts to directly address the
data scarcity problem. To mitigate these issues,
here we propose a novel retrieval approach
CEAA that provides effective learning in edu-
cational text classification. Our main contribu-
tions are as follows: 1) we leverage transfer
learning from question-answering datasets, and
2) we propose a simple but effective data aug-
mentation method introducing cross-encoder
style texts to a bi-encoder architecture for more
efficient inference. An extensive set of experi-
ments shows that our proposed method is effec-
tive in multi-label scenarios and low-resource
tags compared to state-of-the-art models.

1 Introduction

Due to the overwhelming amount of educational
content available, students and teachers often strug-
gle to find what to learn and what to teach. Auto-
tagging, or text classification in education, en-
ables efficient curation of content by automatically
assigning relevant tags to educational materials,
which aids in both students’ understanding and
teachers’ planning (Goel et al., 2022).

However, applying auto-tagging for real-world
education is challenging due to data scarcity.
This is because auto-tagging has a potentially
very large label space, ranging from subject top-
ics to knowledge components (KC) (Zhang et al.,
2015; Koedinger et al., 2012; Mohania et al., 2021;
Viswanathan et al., 2022). The resulting data
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scarcity decreases performance on rare labels dur-
ing training (Chalkidis et al., 2020; Lu et al., 2020;
Snell et al., 2017; Choi et al., 2022).

In this paper, we aim to solve the data scarcity
problem by formulating the task as a retrieval prob-
lem following a recent proposal (Viswanathan et al.,
2022). This can utilize a language model’s abil-
ity to understand the tag text, such that even for
an unseen tag, the models would be able to cap-
ture the relationship between the terms in the input
content and labels. However, performance in the
auto-tagging context still critically depends on the
amount of training data.

To this end, we first propose to leverage the
knowledge of language models that are fine-tuned
on large question-answering datasets. Our intuition
is that question of finding an answer in a passage
can be a direct (or indirect) summary of the pas-
sage (Nogueira et al., 2019b), which can serve as an
efficient proxy of the gold tag for educational con-
tent. The large question-answering datasets thus
become a better prior for the tag spaces. Specif-
ically, we adopt a recent bi-encoder architecture,
called DPR (Karpukhin et al., 2020)1, for transfer
learning, which performs BERT encoding over the
input and candidate label separately and measures
the similarity between the final representations. To
the best of our knowledge, our work is the first to
leverage transfer learning from QA models for text
classification tasks.

As a further innovation, we introduce a novel
data augmentation method for training a bi-encoder
architecture, named CEAA, which adds the cross-
encoder view of the input-label pair in the bi-
encoder architecture, as shown in Figure 1. By
capturing the full interaction between input and
labels already during training time, the models can
be further optimized to take advantage of token-

1DPR model is trained on 307k training questions, which
is much larger than 7k questions in ARC dataset (Xu et al.,
2019) we used in experiments.
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Figure 1: Comparative Illustration of Encoding Methods. CEAA is done for the bi-encoder to process input in which
context and tag are given together, computing full token-level interactions between context and tag.

level interactions that are missing in traditional
bi-encoder training. At the same time, the com-
putational efficiency of the bi-encoder is main-
tained, which makes CEAA able to tackle large label
spaces as opposed to existing solutions based on
cross-encoder architectures (Urbanek et al., 2019;
Wolf et al., 2019; Vig and Ramea, 2019). Experi-
ments show that CEAA provides significant boosts
to performance on most metrics for three different
datasets when compared to state-of-the-art models.
We also demonstrate the efficacy of the method
in multi-label settings with constraints of training
only with a single label per context.

2 Related Work

Text classification in the education domain is re-
portedly difficult as the tags (or, labels) are hi-
erarchical (Xu et al., 2019; Goel et al., 2022;
Mohania et al., 2021), grow flexibly, and can
be multi-labeled (Medini et al., 2019; Dekel and
Shamir, 2010). Though retrieval-based meth-
ods were effective for such long-tailed and multi-
label datasets (Zhang et al., 2022; Chang et al.,
2019), they relied on vanilla BERT (Devlin et al.,
2018) models, leaving room for improvement, for
which we leverage question-answering fine-tuned
retrieval models (Karpukhin et al., 2020).

Recently, (Viswanathan et al., 2022) proposed
TagRec++ using a bi-encoder framework similar to
ours, with an introduction of an additional cross-
attention block. However, this architecture loses
the efficiency of the bi-encoder architecture in the
large taxonomy space for the education domain.
Unlike TagRec++, our distinction is that we lever-
age the cross-attention only in training time via
input augmentation.

3 Approach

3.1 Problem formulation

In this paper, we address the text classification task,
which aims to associate an input text with its cor-
responding class label, as a retrieval problem. For-
mally, given a context c and tag candidates T , the
goal of the retrieval model is to find the correct
(or, relevant) tag t ∈ T , where its relevance score
with the context s(c, t) is the highest among the T
or higher than a threshold. For this purpose, our
focus is to better train the scoring function s(c, t)
to be optimized against the given relevance score
between the context c and candidate tag t.

3.2 Bi-Encoder

In this paper, we use a bi-encoder as a base archi-
tecture for the retrieval task, as it is widely used for
its fast inference (Karpukhin et al., 2020). Specifi-
cally, the bi-encoder consists of two encoders, EC ,
and ET , which generate embedding for the context
c and the tag t. The similarity between the context
and tag is measured using the dot-product of their
vectors:

sBE(c, t) = EC(c) · ET (t)
⊤ (1)

Both encoders are based on the BERT architec-
ture (Devlin et al., 2018), specifically “bert-base-
uncased” provided by HuggingFace (Wolf et al.,
2020), that is optimized with the training objec-
tive of predicting randomly-masked tokens within
a sentence. We use the last layer’s hidden layer of
the classification token is used as context and tag
embeddings.

For training the bi-encoder, we follow the in-
batch negative training in (Karpukhin et al., 2020).
Gold tags from other contexts inside the batch are

2185



treated as negative tags. As tags are often multi-
labeled, we use binary cross-entropy loss:

L = − 1

M

M∑

i=1

N∑

j=1

(yi,j log(s(ci, tj)

+(1− yi,j) log(1− s(ci, tj))

(2)

where s(ci, tj) scores the similarity between con-
text ci and tag tj , and yi,j is 1 if they are relevant
and 0 otherwise. We will denote this model variant
as a bi-encoder (BERT) below.

3.3 Cross-Encoding As Augmentation

The cross-encoder (Nogueira and Cho, 2019) is
another method in information retrieval tasks in
which a single BERT model receives two inputs
joined by a special separator token as follows:

sCE(c, t) = F (E([c; t])), (3)

where F is a neural function that takes the repre-
sentation of the given sequence.

Cross-encoders perform better than bi-encoders
as they directly compute cross-attention over con-
text and tag along the layers (Urbanek et al., 2019;
Wolf et al., 2019; Vig and Ramea, 2019). However,
relying on this approach is impractical in our sce-
nario as it requires processing every existing tag for
a context during inference time. As a result, this
method is typically used for re-ranking (Nogueira
et al., 2019a; Qu et al., 2021; Ren et al., 2021).

As shown in Figure 1, we adopt an augmenta-
tion method that enables the bi-encoder framework
to mimic cross-encoder’s representation learning.
Compared to other knowledge distillation methods
(Qu et al., 2021; Ren et al., 2021; Thakur et al.,
2020), our approach does not require an additional
cross-encoder network for training. Furthermore,
as such cross-encoding is introduced as an augmen-
tation strategy, it doesn’t require additional memory
or architecture modifications, while improving the
test performance.

Specifically, for a context c, we randomly sample
one of the tags in the original batch. We extend the
batch in our training by introducing a context-tag
concatenated input [c; t] which has “is relevant” as
a gold tag. Our bi-encoder must be able to classify
relevance when an input includes both context and
tag with the following score function:

sCEAA(c, t) = EC([c; t])·ET (“is relevant”)⊤ (4)

Since we use the augmentation method via in-
put editing without an extra teacher cross-encoder
model for distillation, we call this model Cross
Encoding As Augmentation (CEAA).

3.4 Transfer Learning

To overcome the data scarcity in auto-tagging tasks,
we introduce bi-encoder (DPR) models that distill
knowledge from large question-answering datasets.
We argue that the training objective of question
answering is similar to the context and tag match-
ing in the auto-tagging task, as a question is a
short text that identifies the core of a given con-
text. Therefore, while the previous works have
relied on vanilla BERT, here we explore whether
pertaining on question-answering tasks would im-
prove the performance in the auto-tagging tasks.
Specifically, we replace the naive BERT encoders
with DPR (Karpukhin et al., 2020), which is further
optimized with the Natural Question dataset (Lee
et al., 2019; Kwiatkowski et al., 2019) to solve
open-domain question-answering tasks of match-
ing the representations of document and ques-
tion. To match the overall length of the texts, we
use “dpr-ctx_encoder-single-nq-base” and “dpr-
question_encoder-single-nq-base” for context and
tag encoders respectively.

4 Experiments

4.1 Experimental Setup

We conduct experiments on the following datasets:
ARC (Xu et al., 2019), QC-Science (Mohania et al.,
2021), and EURLEX57K (Chalkidis et al., 2019).
Details of datasets, metrics, and training details are
in Appendix.

For comparison, in addition to simple baselines,
we employ some state-of-the-art methods including
BERT (prototype) (Snell et al., 2017), TagRec (Mo-
hania et al., 2021), TagRec++ (Viswanathan et al.,
2022), and Poly-encoder (Humeau et al., 2019).
For ablations, built on the bi-encoder (BERT)
method, we present three variants: Bi-encoder
(BERT) + CEAA, Bi-encoder (DPR), and Bi-encoder
(DPR) + CEAA, where the comparisons between the
variants could highlight the contribution of transfer
learning and CEAA.

4.2 Results and Analysis

Overall Accuracy: The main objective of this
work is to improve the bi-encoder models for the
purpose of better text classification in two aspects:
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Methods ARC QC-Science EURLEX57K

R@1 R@3 R@5 R@1 R@3 R@5 RP@5 nDCG@5
BM25 0.14 0.28 0.34 0.13 0.23 0.27 0.15 0.15
BERT (prototype) 0.35 0.54 0.64 0.54 0.75 0.83 - -
TagRec 0.36 0.55 0.65 0.54 0.78 0.86 - -
TagRec++ 0.49 0.71 0.78 0.65 0.85 0.90 - -
BERT (classification) 0.53 0.72 0.79 0.68 0.87 0.91 0.78 0.80
Poly-encoder-16 0.40 0.65 0.75 0.50 0.75 0.83 0.22 0.23
Poly-encoder-360 0.44 0.68 0.78 0.64 0.85 0.90 0.54 0.54
Bi-encoder (BERT) 0.51 0.71 0.77 0.67 0.85 0.90 0.74 0.76
Bi-encoder (BERT) + CEAA 0.50 0.72 0.80 0.68 0.86 0.90 0.76 0.78
Bi-encoder (DPR) 0.54 0.73 0.80 0.69 0.87 0.90 0.76 0.78
Bi-encoder (DPR) + CEAA 0.56 0.74 0.80 0.70 0.86 0.90 0.79 0.81

Table 1: Results of experiments on ARC, QC-Science, and EURLEX57K dataset. We mainly compared Bi-encoder
with Bi-encoder + CEAA where each encoder is pretrained with different training objectives, BERT and DPR.

transfer learning and CEAA. Regarding the effect
of using two different pretrained models, the re-
sults from Table 1 show that models trained on
DPR achieve higher performance than models from
BERT. Specifically, Bi-encoder (DPR) outperforms
the Bi-encoder (BERT) for ARC (0.54 > 0.51 in
R@1) and QC-Science (0.69 > 0.67 in R@1). The
performance of the EURLEX57K datasets in both
RP@5 and nDCG@5 increases by 0.02. Applying
our augmentation method to the Bi-encoder (both
vanilla BERT and QA-finetuned BERT) improves
the performance by 0.06, 0.02, and 0.03 points in
ARC, QC-Science, and EURLEX57k, respectively.
Additionally, the Bi-encoder (DPR) + CEAA demon-
strates the highest overall performance in most
cases (except for R@3 and R@5 of the QC-Science
dataset where differences were small). For exam-
ple, compared to TagRec++, which is the current
state-of-the-art model on the datasets, we observed
that our best model improves on TagRec++ by 0.05
points in R@12. Figure 2 further demonstrates the
change in RP@K and nDCG@K across a varying
range of values for K on EURLEX57K, where
CEAA shows consistently better performance. No-
tably, the gap from Bi-encoder (BERT) increases
as K increases for both metrics.

Multi-label Generalization: To further high-
light differences between single-label and multi-
label settings, the two best models, Bi-encoder
(DPR) and Bi-encoder (DPR) + CEAA, were trained
with a modified single-labeled EURLEX57K
dataset, where we sampled only a single tag from
the multi-label space. When the models are evalu-
ated on the original multi-label dataset, as a context
in the EURLEX57K dataset has ≥ 5 gold tags on

2We discuss Poly-encoder’s low performance in Appendix
B.1.
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Figure 2: Comparison of models on EURLEX57K with
two different metrics.

average, it is important to achieve high nDCG@K
performance on K ≥ 5. The results are presented
in Figure 3. We observe that the models show
comparable performance with values of 0.65, 0.70,
and 0.73 for Bi-encoder (DPR), Bi-encoder (DPR)
+ CEAA and BERT classification, respectively at
K = 1. Though the classification model performs
slightly better than CEAA at low K values, perfor-
mance significantly degrades for K ≥ 5. Overall,
the cross-encoder augmentation helped the model
to better find related tags at the top rank. From
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Figure 3: Multi-label evaluation. All models are trained
on the single-label version of EURLEX57K but evalu-
ated as multi-label.

these results, we argue that evaluating against the
single-labeled dataset may not be an appropriate
testing tool for comparing the auto-tagging models,
as BERT classification was considered the best at
first, even though it is poorly working on multi-
label scenarios. This problem is critical as multi-
label issues are prevalent in education.

Specifically, we manually checked failure cases
of both Bi-encoder (DPR) and Bi-encoder (DPR)
+ CEAA at top 1, to qualitatively examine which
one is better at ranking the relevant tags. The re-
sults in Appendix B.2 show that Bi-encoder (DPR)
+ CEAA is able to retrieve better candidates than
the Bi-encoder (DPR) more often. An interesting
example is, given the context [“The sector in
which employees have more job security is
an organized sector”], where the gold tag is
one related to the economy, the Bi-encoder (DPR) +
CEAA returns a tag [“human resources”], which
is sufficiently relevant but not labeled one. From
these results, we once again confirm that the multi-
label problem is severe in the auto-tagging tasks
and that our model yields sufficiently significant
results beyond the reported performance.

Data Efficiency: To identify the effectiveness
of augmentation with low-resource labels, we mea-
sured nDCG@5 on the splits of labels based on
their occurrence in training data. EURLEX57 con-
sidered the labels that occurred more than 50 times
in the training set as frequent and few otherwise.
We set the ARC dataset’s threshold to 5. Figure 4
shows that both CEAA and transfer learning con-
tribute to better performance for the frequent labels.
Further, we observe that the retrieval methods are
more effective for the rarely occurring tags than
standard classification methods. Notably, in ARC
of a smaller dataset than EURLEX57K (5K < 45K),
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Figure 4: Analysis on data efficiency. We report nDCG
on a varying number of training labels on EURLEX57K
and ARC.

the combination of CEAA and transfer learning,
CEAA (DPR), achieves the best performance.

5 Conclusion

In this paper, we discuss the problem of ‘auto-
tagging’ with regard to data scarcity due to its large
label space - an issue that is critical in the edu-
cation domain, but also for other domains with a
multi-label structure such as jurisdictional or clin-
ical contexts. We propose two innovations to ad-
dress this problem: First, exploiting the knowl-
edge of language models trained on large question-
answering datasets. Second, applying a novel aug-
mentation for bi-encoder architecture inspired by
cross-encoders to better capture the full interac-
tion between inputs and labels while maintaining
the bi-encoder’s efficiency. A set of experiments
demonstrated the effectiveness of our approach,
especially in the multi-label setting. Future re-
search will explore re-ranking scenarios in which
the bi-encoder trained with our cross-encoding
augmentation (CEAA) is re-used to effectively re-
rank the tags with cross-encoding mechanism as
in (Nogueira and Cho, 2019).
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6 Limitations

6.1 Limited Size of Language Models

Due to the recent successes of generative large lan-
guage models as zero-shot (or, few-shot) text clas-
sifiers (Radford et al., 2019; Brown et al., 2020),
one may ask about the practicality of our methods.
Even when disregarding computational efficiency3,
we argue that applying such large language mod-
els for XMC problems is not trivial, as it is chal-
lenging to constrain the label space appropriately.
For example, even when the tag candidates we
wanted for a task were entailment, neutral, and
contradiction), the generative model will output
tags outside this range such as hamburger (Raffel
et al., 2020). In-context learning (Min et al., 2022)
may alleviate this concern, but in the context of the
large label spaces of our application, the token lim-
its of standard language models will be exceeded.

6.2 Lack of Knowledge-level Auto-tagging

Though we pursue text classification tasks in the
education domain, the classes usually represent
only superficial information, such as chapter titles,
which neglects the deeper relationships between
educational contents like precondition between
knowledge. For example, to solve a quadratic prob-
lem mathematical problem, an ability to solve the
first-order problem is required. However, the avail-
able texts have only the last superficial tags. These
concerns were not considered when creating these
public datasets. Instructor-driven labeling would be
an effective and practical solution for knowledge-
level auto-tagging.

6.3 Inefficiency of Tag Encoder

One may argue that the performance of one BERT
system is good enough to cast doubt on using two
BERTs for the bi-encoder. In this context, experi-
ments showed additional efficiency of our approach
for low-frequency tags. Nonetheless, the current
tag encoder could be made much more efficient
using a smaller number of layers in BERT which
will be explored in the future.

7 Ethical Considerations

Incorrect or hidden decision processes of the AI tag-
ging model could result in the wrong learning path.
The system would therefore need to be subject to

3Nevertheless, we believe that actionable language models
should keep efficiency as one of their core criteria.

human monitoring for occasional supervision. At
the same time, the potential benefits of properly-
tagged content will be large for both the learner’s
learning experience and the teacher’s labeling cost
as the model can narrow down full tag space to the
top-K candidates.
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A Experimental Setup

A.1 Data Statistics

ARC (Xu et al., 2019): This dataset consists of
7,775 multiple-choice questions and answer pairs
from the science domain. Each data is paired with
classification taxonomy. The taxonomy is con-
structed to categorize questions into coarse to fine
chapters in a science exam. There are a total of 420
unique labels. The dataset is split in train, valida-
tion, and test by 5,597, 778, and 1400 samples.

QC-Science (Mohania et al., 2021): this larger
dataset consists of 47,832 question-answer pairs
also in the science domain with 312 unique tags.
Each tags are hierarchical labels in the form of
subject, chapter, and topic. The train, validation,
and test sets consist of 40,895, 2,153, and 4,784
samples.

EURLEX57K (Chalkidis et al., 2019): The
dataset contains 57,000 English legislative docu-
ments from EUR-LEX with a split of 45,000, 6,000,
and 6,000. Every document is tagged with multi-
label concepts from European Vocabulary. The
average number of tags per document is 5, total-
ing 4,271 tags. Additionally, the dataset divides
the tags into frequent (746), few (3,362), and zero
(163), based on whether they appeared more than
50, fewer than 50, but at least once, or never, re-
spectively.

A.2 Details on Evaluation Metric

In this section, we explain the metric used in the
paper. First, recall@K(R@K) is calculated as fol-
lows:

R@K =
1

N

N∑

n=1

St(K)

Rn
(5)

where N is the number of samples to test, Rn is
the number of true tags for a sample n, and St(K)
is the number of true tags within the top-K results.
For evaluation on multi-label dataset we used R-
Precision@K (RP@K) (Chalkidis et al., 2019):

RP@K =
1

N

N∑

n=1

St(K)

min(Rn,K)
(6)

RP@K divides the number of true positives within
K by the minimum value between K and Rn, re-
sulting in a more fair and informative comparison
in a multi-label setting.

nDCG@K (Manning, 2008) is another metric
commonly used in such tasks. The difference be-
tween RP@K and nDCG@K is the latter includes
the ranking quality by accounting for the location
of the relevant tags within the top-K retrieved tags
as follows:

nDCG@K =
1

N

N∑

n=1

ZKn

K∑

k=1

Rel(n, k)

log2(1 + k)
(7)

where Rel(n, k) is the relevance score given by
the dataset between a retrieved tag k of a sample
n. The value can be different if the tags’ relevant
score is uniquely given by the dataset. Without
extra information, it is always one if relevant and
zero otherwise. ZKn is a normalizing constant that
is output of DCG@K when the optimal top-K were
retrieved as true tags.

A.3 Hyperparmeter Setting
The architecture we used can handle a maximum
of 512 tokens. Therefore, to concatenate tag tokens
with context tokens, we set the maximum context
token to 490 and truncate if the context is longer.
The remaining space is used for tag token concate-
nation. For every dataset, we used 20 contexts
inside a batch. The number of unique tags inside
a batch can vary with multi-label settings. During
cross-encoder augmentation, we sampled five neg-
ative tags for each context to be joined together
and one positive tag. We used Adam optimizer
with a learning rate of 1e-5. For inference, we used
the Pyserini framework to index the entire tag set
embeddings (Lin et al., 2021).

B Additional Results and Comments

B.1 Comments on Poly-encoder
In this section, we discuss the low performance of
Poly-encoder (Humeau et al., 2019) in our main
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results. To be more specific, poly-encoder-16 and
360 were found to be performing below TagRec++.
The value 16, and 360 is the number of vectors to
represent a context. We think the low performance
could be due to a potential implementation issue of
the poly-encoder into the classification task. The
performance could differ if we had used 16 or 360
vectors to represent the tag rather than a context.
For our future work, we also aim to investigate this
change.

B.2 Extra Qualitative Result
Table 2 shows the samples we used to find the
potential of CEAA method in multi-label tasks. The
shown results were randomly picked.
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Context A good conductor of heat is a steel ruler.
Ground Truth science » heat
Bi-Encoder science » fun with magnets
Bi-Encoder + CEAA science » sorting materials into groups

Context The operating system which allows two or more users to run
programs at the same time is multi-user.

Ground Truth computer science[c++] » computer overview
Bi-Encoder computer science » introduction to computer
Bi-Encoder + CEAA computer science[c++]»working with operating system
Context The radiation which will deflect in electric field is cathode

rays
Ground Truth physics » physics : part - ii » dual nature of radiation and

matter
Bi-Encoder physics » physics : part - ii»atoms
Bi-Encoder + CEAA physics » physics: part - I » electric charges and fields
Context What do we call the resources that helps in production process?

Factors of Production
Ground Truth social science » economics » the story of village palampur
Bi-Encoder social science » geography : resource and development»resources
Bi-Encoder + CEAA social science » economics » people as resource
Context The Civil Law to protect women against domestic violence was

passed in 2006.
Ground Truth social science»civics : social and political life»judiciary
Bi-Encoder social science » civics : social and political life »

understanding laws
Bi-Encoder + CEAA social science » civics : social and political life - ii » women

change the world
Context In the mid 18 th century, major portion of eastern India was

under the control of the British.
Ground Truth social science » eighteenth-century poltical formations » the

later mughals and the emergence of new states
Bi-Encoder social science » history : our pasts - ii » eighteenth-century

political formations
Bi-Encoder + CEAA social science » history : india and the contemporary world - i

» peasant and farmers

Context Spirogyra is called so because chloroplasts are spiral.
Ground Truth science
Bi-Encoder science»cell structure and functions
Bi-Encoder + CEAA science » life processes

Context The element having electronic configuration 2,8,4 is silicon.
Ground Truth science » periodic classification of elements
Bi-Encoder chemistry » chemistry : part I » the solid state
Bi-Encoder + CEAA science » structure of the atom

Context The clouds are actually tiny droplets of water.
Ground Truth science » water
Bi-Encoder science » air around us
Bi-Encoder + CEAA social science » geography : our environment»air

Table 2: Extra result of sampled QC-Science to show the strength of CEAA method in multi-label tasks.
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