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Abstract

Compositional generalization is a basic mech-
anism in human language learning, which cur-
rent neural networks struggle with. A recently
proposed Disentangled sequence-to-sequence
model (Dangle) shows promising generaliza-
tion capability by learning specialized encod-
ings for each decoding step. We introduce two
key modifications to this model which encour-
age more disentangled representations and im-
prove its compute and memory efficiency, al-
lowing us to tackle compositional generaliza-
tion in a more realistic setting. Specifically, in-
stead of adaptively re-encoding source keys and
values at each time step, we disentangle their
representations and only re-encode keys peri-
odically, at some interval. Our new architec-
ture leads to better generalization performance
across existing tasks and datasets, and a new
machine translation benchmark which we cre-
ate by detecting naturally occurring composi-
tional patterns in relation to a training set. We
show this methodology better emulates real-
world requirements than artificial challenges.1

1 Introduction

The Transformer architecture (Vaswani et al., 2017)
and variants thereof have become ubiquitous in
natural language processing. Despite widespread
adoption, there is mounting evidence that Trans-
formers as sequence transduction models strug-
gle with compositional generalization (Kim and
Linzen, 2020; Keysers et al., 2020; Li et al., 2021).
It is basically the ability to produce and understand
a potentially infinite number of novel linguistic
expressions by systematically combining known
atomic components (Chomsky, 2014; Montague,
1970). Attempts to overcome this limitation have
explored various ways to explicitly inject compo-
sitional bias through data augmentation (Jia and
Liang, 2016; Akyürek et al., 2021; Andreas, 2020;

1Our code and dataset will be available at https://
github.com/mswellhao/Dangle.

Wang et al., 2021) or new training objectives (Con-
klin et al., 2021; Oren et al., 2020; Yin et al., 2021).
The majority of existing approaches have been de-
signed with semantic parsing in mind, and as a
result adopt domain- and task-specific grammars or
rules which do not extend to other tasks (e.g., ma-
chine translation).

In this work we aim to improve generalization
via general architectural modifications which are
applicable to a wide range of tasks. Our starting
point are Zheng and Lapata (2022) who unveil that
one of the reasons hindering compositional gen-
eralization in Transformers relates to their repre-
sentations being entangled. They introduce Dan-
gle, a sequence-to-sequence model, which learns
more Disentangled representations by adaptively
re-encoding (at each time step) the source input.
For each decoding step, Dangle learns specialized
source encodings by conditioning on the newly de-
coded target which leads to better compositional
generalization compared to vanilla Transformers
where source encodings are shared throughout de-
coding. Although promising, their results are based
on synthetic datasets, leaving open the question of
whether Dangle is effective in real-world settings
involving both complex natural language and com-
positional generalization.

We present two key modifications to Dangle
which encourage learning more disentangled rep-
resentations more efficiently. The need to perform
re-encoding at each time step substantially affects
Dangle’s training time and memory footprint. It
becomes prohibitively expensive on datasets with
long target sequences, e.g., programs with 400+
tokens in datasets like SMCalFlow (Andreas et al.,
2020). To alleviate this problem, instead of adap-
tively re-encoding at each time step, we only re-
encode periodically, at some interval. Our decoder
is no different from a vanilla Transformer decoder
except that it just re-encodes once in a while in
order to update its history information. Our second
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modification concerns disentangling the represen-
tations of source keys and values, based on which
the encoder in Dangle (and also in Transformers)
passes source information to the decoder. Instead
of computing keys and values using shared source
encodings, we disassociate their representations:
we encode source values once and re-encode keys
periodically.

We evaluate the proposed model on existing
benchmarks (Andreas et al., 2020; Li et al., 2021)
and a new dataset which we create to better emulate
a real-world setting. We develop a new methodol-
ogy for detecting examples representative of com-
positional generalization in naturally occurring text.
Given a training and test set: (a) we discard exam-
ples from the test set that contain out-of-vocabulary
(OOV) or rare words (in relation to training) to
exclude novel atoms which are out of scope for
compositional generalization; (b) we then measure
how compositional a certain test example is with
respect to the training corpus; we introduce a met-
ric which allows us to identify a candidate pool of
highly compositional examples; (c) using uncer-
tainty estimation, we further select examples from
the pool that are both compositional in terms of
surface form and challenging in terms of general-
ization difficulty. Following these three steps, we
create a machine translation benchmark using the
IWSLT 2014 German-English dataset as our train-
ing corpus and the WMT 2014 German-English
shared task as our test corpus.

Experimental results demonstrate that our new
architecture achieves better generalization perfor-
mance across tasks and datasets and is adept at han-
dling real-world challenges. Machine translation
experiments on a diverse corpus of 1.3M WMT ex-
amples show it is particularly effective for long-tail
compositional patterns.

2 Background: The Dangle Model

We first describe Dangle, the Disentangled Trans-
former model introduced in Zheng and Lapata
(2022) focusing on their encoder-decoder architec-
ture which they show delivers better performance
on complex tasks like machine translation.

Let X = [x1, x2, ..., xn] denote a source se-
quence; let fEncoder and fDecoder denote a Trans-
former encoder and decoder, respectively. X is
first encoded into a sequence of N contextualized
representations:

N = fEncoder(X) (1)

which are then used to decode target tokens
[y1, y2, ..., ym] one by one. At the t-th de-
coding step, the Transformer takes yt as input,
reusing the source encodings N and target mem-
ory Mt−1 which contains the history hidden states
of all decoder layers corresponding to past to-
kens [y1, y2, ..., yt−1]:

yt+1,Mt = fDecoder(yt,Mt−1, N) (2)

This step not only generates a new token yt+1, but
also updates the internal target memory Mt by con-
catenating Mt−1 with the newly calculated hidden
states corresponding to yt.

Dangle differs from vanilla Transformers in that
it concatenates the source input with the previously
decoded target to construct target-dependent input
for adaptive decoding:

Ct = [x1, x2, ..., xn, y1, ..., yt] (3)

Ht = fAdaptive_Encoder(Ct) (4)

The adaptive encoder consists of two components.
Ct is first fed to k1 Transformer encoder layers to
fuse the target information:

H̄t = fAdaptive_Encoder1(Ct) (5)

where H̄t is a sequence of contextualized rep-
resentations [h̄t,1, h̄t,2, ..., h̄t,n, h̄t,n+1, ..., h̄t,n+t].
Then, the first n vectors corresponding to source
tokens are extracted and fed to another k2 Trans-
former encoder layers for further processing:

Ht = fAdaptive_Encoder2(H̄t[: n]) (6)

Finally, the adaptive source encodings Ht together
with the target context [y1, y2, ..., yt] are fed to a
Transformer decoder to predict yt+1:

yt+1,Mt = fDecoder(y<t+1, {}, Ht) (7)

In a departure from vanilla Transformers, Dangle
does not reuse the target memory from previous
steps, but instead re-computes all target-side hid-
den states based on new source encodings Ht.

Similarly to Transformers, Dangle accesses
source information at each decoding step via
encoder-decoder attention layers where the same
encodings Ht are used to compute both keys Kt

and values Vt:

Kt = HtW
K (8)

Vt = HtW
V (9)

Ot = Attention(Qt,Kt, Vt) (10)
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where key and value projections WK and W V are
parameter matrices; and Qt, Kt, Vt, and Ot are
respectively query, key, value, and output matrices,
at time step t.

3 The R-Dangle Model

In this section, we describe the proposed model,
which we call R-Dangle as a shorthand for Real-
world Disentangled Transformer.

3.1 Re-encoding at Intervals
The need to perform re-encoding (and also re-
decoding) at each time step substantially increases
Dangle’s training cost and memory footprint, so
that it becomes computationally infeasible for
real-world language tasks with very long target
sequences (e.g., in the region of hundreds of to-
kens). Adaptively re-encoding at every time step
essentially means separating out relevant source
concepts for each prediction. However, the Trans-
former is largely capable of encoding source
phrases and decoding corresponding target phrases
(or logical form fragments in semantic parsing),
as evidenced by its remarkable success in many
machine translation and semantic parsing bench-
marks (Vaswani et al., 2017; Keysers et al., 2020;
Zheng and Lapata, 2021). This entails that the
entanglement problem (i.e., not being able to dis-
associate the representations of different concepts
for a sequence of predictions) does not occur very
frequently. We therefore relax the strict constraint
of re-encoding at every step in favor of the more
flexible strategy of re-encoding at intervals.

Given source sequence X = [x1, x2, ..., xn], we
specify P = [t1, t2, ..., tl](ti+1 − ti = o) in ad-
vance, i.e., a sequence of re-encoding points with
interval o. Then, during decoding, when reaching
a re-encoding point t(t = ti), we update source
encodings Ht and target memory Mt:

Ht = fAdaptive_Encoder(Ct) (11)

yt+1,Mt = fDecoder(y<t+1, {}, Ht) (12)

where fAdaptive_Encoder denotes the adaptive en-
coder described in Section 2. For the next time step
t(ti < t < ti+1), we fall back to the vanilla Trans-
former decoder using the source encodings Hti

computed at time step ti:

yt+1,Mt = fDecoder(yt,Mt−1, Hti) (13)

Note that we always set t1 to 1 to perform adaptive
encoding at the first time step.

3.2 Disentangling Keys and Values

During decoding, Dangle accesses source informa-
tion via cross-attention (also known as encoder-
decoder attention) layers where the same source
encodings are used to compute both keys and val-
ues. The core design principle underlying Dangle
is that learning specialized representations for dif-
ferent purposes will encourage the model to zero
in on relevant concepts, thereby disentangling their
representations. Based on the same philosophy, we
assume that source keys and values encapsulate
different aspects of source information, and that
learning more specialized representations for them
would further improve disentanglement, through
the separation of the concepts involved.

A straightforward way to implement this idea
is using two separately parameterized encoders to
calculate two groups of source encodings (i.e., cor-
responding to keys and values, respectively) during
re-encoding. However, in our preliminary experi-
ments, we observed this leads to serious overfitting
and performance degradation. Instead, we propose
to encode values once and update keys only during
adaptive encoding. We compute source values via
the standard Transformer encoder:

Hv = fEncoder(X) (14)

and adaptively re-encode source keys at an interval:

Hk
t = fAdaptive_Encoder(Ct) (15)

yt+1,Mt = fKV_Decoder(y<t+1, {}, Hv, Hk
t ) (16)

where fKV_Decoder denotes a slightly modified
Transformer decoder where source keys and values
in each cross-attention layer are calculated based
on different source encodings:

Kt = Hk
t W

K (17)

V = HvW V (18)

Ot = Attention(Qt,Kt, V ) (19)

At time step t (where ti < t < ti+1), we perform
vanilla Transformer decoding:

yt+1,Mt = fKV_Decoder(yt,Mt−1, H
v, Hk

ti) (20)

Note that fully sharing values could potentially
cause some entanglement, however, we we did not
observe this in practice. We also experimented
with a variant where keys are shared and values are
repeatedly re-computed but empirically observed
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Selected Examples Compositional Degree Uncertainty
✗ but what can we do about this ? 2 / 8 = 0.25 —
✗ please report all changes here . 5 / 6 = 0.83 0.054
✔ you have disabled your javascript ! 5 / 6 = 0.83 0.274

Table 1: Candidate examples from the WMT corpus. Different n-grams previously seen in the IWSLT training
corpus are highlighted in color. The first example is composed of two n-grams (but and what can we do about
this? ) with a compositional degree 0.25, and is discarded in the second stage. The second example has a high
compositional degree but receives a low uncertainty score, and is thus filtered in the third stage. The third example
scores high in terms of both compositional degree and uncertainty, and is included in the compositional test set.

it obtains significantly worse generalization per-
formance than the value-sharing architecture de-
scribed above. This indicates that entanglement is
more likely to occur when sharing keys.

4 A Real-world Compositional
Generalization Challenge

Models of compositional generalization are as good
as the benchmarks they are evaluated on. A few
existing benchmarks are made of artificially synthe-
sized examples using a grammar or rules to system-
atically control for different types of generalization
(Lake and Baroni, 2018a; Kim and Linzen, 2020;
Keysers et al., 2020; Li et al., 2021). Unfortu-
nately, synthetic datasets lack the complexity of
real natural language and may lead to simplistic
modeling solutions that do not generalize to real
world settings (Dankers et al., 2022). Other bench-
marks (Finegan-Dollak et al., 2018; Shaw et al.,
2021) focus on naturally occurring examples but
create train-test splits based on the properties of
their formal meaning representations (e.g., logical
forms). However, formal annotations of meaning
are not readily available for tasks other than seman-
tic parsing. Since compositional generalization is
a general problem, it is desirable to define it on
the basis of natural language alone rather than by
means of semantic parsing and the availability of
formal annotations.

It is fair to assume that a SOTA model deployed
in the wild, e.g., a Transformer-based machine
translation system, will be constantly presented
with new test examples. Many of them could be
similar to seen training instances or composition-
ally different but in a way that does not pose se-
rious generalization challenges. An ideal bench-
mark for evaluating compositional generalization
should therefore consist of phenomena that are of
practical interest while challenging for SOTA mod-
els. To this end, we create ReaCT, a new REAl-
world dataset for Compositional generalization in

machine Translation. Our key idea is to obtain a
generalization test set by detecting compositional
patterns in relation to an existing training set from
a large and diverse pool of candidates. Specifi-
cally, we use the IWSLT 2014 German → English
dataset as our training corpus and the WMT 2014
German → English shared task as our test corpus
(see Section 5 for details) and detect from the pool
of WMT instances those that exemplify composi-
tional generalization with respect to IWSLT. This
procedure identifies naturally occurring composi-
tional patterns which we hope better represent prac-
tical generalization requirements than artificially
constructed challenges.

In the following, we describe how we identify
examples that demand compositional generaliza-
tion. While we create our new benchmark with
machine translation in mind, our methodology is
general and applicable to other settings such as
semantic parsing. For instance, we could take a
relatively small set of annotated user queries as our
training set and create a generalization challenge
from a large pool of unlabeled user queries.

Filtering Out-of-Vocabulary Atoms Composi-
tional generalization involves generalizing to new
compositions of known atoms. The WMT corpus
includes many new semantic and syntactic atoms
that are not attested in IWSLT. A large number of
these are out-of-vocabulary (OOV) words which
are by definition unknown and out of scope for com-
positional generalization. We thus discard WMT
examples with words occurring less than 3 times
in the IWSLT training set which gives us approx-
imately a pool of 1.3M examples. For simplicity,
we do not consider any other types of new atoms
such as unseen word senses or syntactic patterns.

Measuring Compositionality How to define the
notion of compositional generalization is a cen-
tral question in creating a benchmark. Previous
definitions have mostly centered around linguistic
notions such as constituent or context-free gram-
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mars (Kim and Linzen, 2020; Keysers et al., 2020;
Li et al., 2021). These notions are appropriate for
synthetic examples or logical forms as their under-
lying hierarchical structures are well-defined and
can be obtained with ease.

Since we do not wish to synthesize artificial ex-
amples but rather detect them in real-world utter-
ances, relying on the notion of constituent might
be problematic. Sentences in the wild are often
noisy and ungrammatical and it is far from trivial
to analyze their syntactic structure so as to reliably
identify new compositions of known constituents.
We overcome this problem by devising a metric
based on n-gram matching which assesses how
compositional a certain example is with respect to
a training corpus.

Specifically, we first create a lookup dictio-
nary of atomic units by extracting all n-grams
that occur more than 3 times in the training cor-
pus. Given a candidate sentence, we search the
dictionary for the minimum number of n-grams
that can be composed to form the sentence. For
example, for sentence “x1x2x3x4x5” and dictio-
nary (x1, x2, x3x4, x5, x1x2, x3x4x5, ), the mini-
mum set of such n-grams is (x1x2, x3x4x5). A
sentence’s compositional degree with respect to
the training corpus is defined as the ratio of
the minimum number of n-grams to its length
(e.g., 2/5 = 0.4 for the above example). We se-
lect the top 60,000 non-overlapping examples with
the highest compositional degree as our candidate
pool. As we discuss in Section 6, compositional
degree further allows us to examine at a finer level
of granularity how model performance changes as
test examples become increasingly compositional.

Estimating Uncertainty Examples with the
same compositional degree could pose more or less
difficulty to neural sequence models (see last two
utterances in Table 1). Ideally, we would like to
identify instances that are compositional in terms
of surface form and hard in terms of the underly-
ing generalization (see third example in Table 1).
We detect such examples using a metric based on
uncertainty estimation and orthogonal to composi-
tional degree. We quantify predictive uncertainty
based on model ensembles, a method which has
been successfully applied to detecting misclassifi-
cations and out-of-distribution examples (Lakshmi-
narayanan et al., 2017; Malinin and Gales, 2021).

We follow the uncertainty estimation framework
introduced in Malinin and Gales (2021) for se-

Comp Word n-gram POS n-gram
Dataset # examples Degree 2 3 2 3
COGS 21,000 0.392 6,097 24,275 12 27
CoGnition 10,800 0.502 1,865 13,344 1 38
CFQ 11,968 0.268 168 2,736 8 30
ReaCT 3,000 0.811 19,315 33,652 76 638

Table 2: Dataset Statistics: unique novel n-grams com-
puted over words and parts of speech in ReaCT, and test
partitions of COGS, CoGnition, and CFQ benchmarks.

quence prediction tasks. Specifically, we train
10 Transformer models with different random ini-
tializations on IWSLT (our training corpus), and
run inference over the candidate pool created in
the previous stage; for each example in this pool,
we measure the disagreement between ensemble
models using reverse mutual information, a novel
measure (Malinin, 2019; Malinin and Gales, 2021)
which quantifies knowledge uncertainty, i.e., a
model’s uncertainty in its prediction due to lack
of understanding of the data rather than any in-
trinsic uncertainty associated with the task (e.g., a
word could have multiple correct translations). We
use the token-level approximation of knowledge
uncertainty.

We empirically find that the most uncertain ex-
amples are extremely noisy and barely legible
(e.g., they include abbreviations, typos, and non-
standard spelling). We therefore throw away the
top 2,000 uncertain examples and randomly sample
3,000 instances from the next 18,000 most uncer-
tain examples in an attempt to create a general-
ization test set with diverse language patterns and
different levels of uncertainty.

Analysis We analyze the compositional nature of
ReaCT by comparing it to several popular bench-
marks. Specifically, for all datasets, we count the
number of novel test set n-grams that have not
been seen in the training. We extract n-grams
over words and parts of speech (POS); word-based
n-grams represent more superficial lexical compo-
sition while n-grams based on POS tags reflect
more of syntactic composition.

As shown in Table 2, despite being considerably
smaller compared to other benchmarks (see # exam-
ples column), ReaCT presents substantially more
diverse patterns in terms of lexical and syntactic
composition. It displays a much bigger number of
novel word n-grams, which is perhaps not surpris-
ing. Being a real-world dataset, ReaCT has a larger
vocabulary and more linguistic variation. While
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Train Test
• and i can ’t believe you ’re here and that i ’m meeting you here at ted .

( PRP RB IN NN . )

• you see , this is what india is today . the ground reality is based on ( DT
NN NN VBZ VBN IN ) a cyclical world view .

the account data is provided to you directly
via e-mail .

• a couple of hours ( DT NN IN NNS ) later , the sun will shine on the next
magnifying glass .

• but this could also be used for good . ( MD RB VB VBN IN NN . )

both setting of tasks must successfully be
mastered under supervision .

• the national science foundation , other countries ( JJ NN NN , JJ NN )
are very interested in doing this

• no , they are full of misery . ( VBP JJ IN NN .)

its warm water temperature , small depth are
convenient for bathing .

Table 3: Novel syntactic compositions in ReaCT test set (syntactic atoms of same type are color coded). POS-tag
sequences for these atoms are shown in parentheses (PRP:pronoun, RB:adverb, IN: preposition, NN/S:noun
singular/plural, DT: determiner, JJ: adjective, MD:modal, VBZ: verb, 3rd person singular, present tense, VBP: verb,
present tense, other than third person singular, VBN: verb past participle.)

our dataset creation process does not explicitly tar-
get novel syntactic patterns (approximated by POS
n-grams), ReaCT still includes substantially more
compared to other benchmarks. This suggests that
it captures the complexity of real-world composi-
tional generalization to a greater extent than what
is achieved when examples are synthesized artifi-
cially. We show examples with novel POS n-gram
compositions in Table 3).

5 Experimental Setup

Datasets We evaluated R-Dangle on two ma-
chine translation datasets and one semantic parsing
benchmark which we selected to maximally reflect
natural language variations and real-world gener-
alization challenges. These include: (a) ReaCT,
the machine translation benchmark developed in
this paper; we used the IWSLT 2014 De→En test
set as an in-domain test set and created an out-
of-distribution test set from the WMT’14 De→En
training corpus; (b) CoGnition (Li et al., 2021) is
a semi-natural machine translation benchmark fo-
cusing on English-Chinese sentence pairs; source
sentences were taken from the Story Cloze Test and
ROCStories Corpora (Mostafazadeh et al., 2016,
2017), and target sentences were constructed by
post-editing the output of a machine translation en-
gine; (c) SMCalFlow-CS (Andreas et al., 2020)
is a semantic parsing dataset for task-oriented dia-
logue, featuring real-world human-generated utter-
ances about calendar management; following pre-
vious work (Yin et al., 2021; Qiu et al., 2022), we
report experiments on the compositional skills split,
considering a few-shot learning scenario (with 6,
16, and 32 training examples). See Appendix A for
more details on these datasets.

Models On machine translation, our experiments
evaluated two variants of R-Dangle depending on
whether keys and values are shared (R-Dangleshr)
or separate (R-Danglesep). We implemented
all machine translation models with fairseq (Ott
et al., 2019). We compared R-Dangle against a
vanilla Transformer (Vaswani et al., 2017) and
the original Dangle model (Zheng and Lapata,
2022) which used the popular fairseq configura-
tion transformer_iwslt_de_en. We also
implemented bigger variants of these models us-
ing 12 encoder layers and 12 decoder layers which
empirically led to better performance.

R-Dangleshr and R-Danglesep also use a
12-layer decoder. We tuned the number of layers of
the adaptive components (k1 = 2 and k2 = 10) on
the development set. For R-Danglesep, we adopted
a 10-layer value encoder and a 10-layer key en-
coder (k1 = 2 and k2 = 8), with the top 8 layers in
the two encoders being shared. This configuration
produced 12 differently parametrized transformer
encoder layers, maintaining identical model size to
comparison systems.

Previous work (Qiu et al., 2022) has shown
the advantage of pre-trained models on the
SMCalFlow-CS dataset. For our semantic parsing
experiments, we therefore built R-Dangle on top
of BART-large (Lewis et al., 2020). We only report
results with R-Dangleshr as the R-Danglesep archi-
tecture is not compatible with BART. We again set
k1 = 2 and k2 = 10. We provide more detail on
model configurations in Appendix B.

6 Results

Disentangling Keys and Values Improves Gen-
eralization Table 4 reports the BLEU score (Pa-
pineni et al., 2002) achieved by the two R-Dangle
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CoGnition 1 2 4 8
R-Dangleshr 62.5 62.3 62.3 61.9
R-Danglesep 63.4 63.1 62.3 62.1
ReaCT 1 2 4 8
R-Dangleshr 11.8 11.9 11.8 11.6
R-Danglesep 12.3 12.2 11.9 11.7

Table 4: BLEU score for R-Dangle variants (with dif-
ferent re-encoding intervals) on CoGnition and Re-
aCT compositional generalization test sets. Note that
R-Dangleshr with interval 1 is Dangle.

variants on ReaCT and CoGnition, across different
re-encoding intervals. R-Danglesep is consistently
better than R-Dangleshr which confirms that rep-
resenting keys and values separately is beneficial.
We also observe that smaller intervals lead to better
performance (we discuss this further later).

Table 5 compares R-Danglesep (with interval 1)
against baseline models. In addition to BLEU, we
report novel compound translation error rate, a met-
ric introduced in Li et al. (2021) to quantify the ex-
tent to which novel compounds are mistranslated.
We compute error rate over instances and an ag-
gregate score over contexts. R-Danglesep delivers
compositional generalization gains over Dangle
and vanilla Transformer models (both in terms of
BLEU and compound translation error rate), even
though their performance improves when adopting
a larger 12-layer network. R-Danglesep achieves
a new state of the art on CoGnition (a gain of 0.9
BLEU points over Dangle and 1.5 BLEU points
over the Transformer baseline). R-Danglesep fares
similarly on ReaCT; it is significantly superior to
the Transformer model by 0.9 BLEU points, and
Dangle by 0.5 BLEU points. Moreover, improve-
ments on compositional generalisation are not at
the expense of in-domain performance (R-Dangle
obtains similar performance to the Transformer and
Dangle on the IWSLT2014 in-domain test set).

R-Dangle Can Handle Long-tail Compositional
Patterns Better We next examine model perfor-
mance on real-world examples with diverse lan-
guage and different levels of composition. Specif-
ically, we train R-Danglesep (interval=1) and a
Transformer on the IWSLT14 corpus and test on
the pool of 1.3M WMT examples obtained after
filtering OOV words. Figure 1a plots the differ-
ence in BLEU between the two models against
compositional degree. This fine-grained evaluation
reveals that they perform similarly on the major-
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Figure 1: (a) Difference in BLEU score between
R-Danglesep (interval = 1) and Transformer vs com-
positional degree. A positive score means R-Danglesep
is better than Transformer. Each data point is computed
on 30K WMT examples. R-Dangle shows increasing
performance improvements as test examples become
more compositional. (b) Training cost (hours) and test
accuracy vs interval length. R-Dangleshr was trained on
SMCalFlow-CS (16-C) using 4 A100 GPUs.

ity of less compositional examples (BLEU differ-
ence is around zero), however, the performance
gap becomes larger with more compositional ex-
amples (higher difference means higher BLEU for
R-Danglesep). This indicates that R-Dangle is par-
ticularly effective for handling long-tail composi-
tional patterns.

R-Dangle Boosts the Performance of Pretrained
Models The “pre-train and fine-tune” paradigm
(Peters et al., 2018; Devlin et al., 2019; Raffel et al.,
2020; Lewis et al., 2020) has been widely adopted
in NLP, and semantic parsing is no exception (Shin
et al., 2021; Qiu et al., 2022). We further investi-
gate R-Dangle’s performance when combined with
a pre-trained model on the SMCalFlow-CS dataset
(across the three cross-domain settings). Table 6
shows that R-Dangleshr boosts the performance of
BART-large, which suggests that generalization im-
provements brought by R-Dangle are complemen-
tary to generalization benefits afforded by large-
scale pre-training (see Zheng and Lapata 2022 for
a similar conclusion). The proposed model effec-
tively marries pre-training with disentangled repre-
sentation learning to achieve better generalization.

In Table 6, we also compare R-Dangle with other
top-performing models on SMCalFlow-CS. These
include: (a) a sequence-to-sequence model with a
BERT encoder and an LSTM decoder using a copy
mechanism (BERT2SEQ; Yin et al. 2021); (b) the
coarse-to-fine (C2F) model of Dong and Lapata
(2018) which uses a BERT encoder and a structured
decoder that factorizes the generation of a program
into sketch and value predictions; (c) and combi-
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Models
CoGnition ReaCT

↓ ErrRInst ↓ ErrRAggr ↑ ind-test ↑cg-test ↑IWSLT14 ↑cg-test
Transformer (Zheng and Lapata, 2022) 30.5 63.8 69.2 59.4 34.4 9.5
Dangle (Zheng and Lapata, 2022) 22.8 50.6 69.1 60.6 — —
Transformer (our implementation) 23.4 53.7 70.8 61.9 36.0 11.4
Dangle (our implementation) 19.7 47.0 70.6 62.5 36.1 11.8
R-Danglesep (interval = 1 ) 16.0 42.1 70.7 63.4 36.0 12.3

Table 5: Machine Translation Results: we compare R-Dangle to baseline models on CoGnition and ReaCT. For
CoGnition, we report instance-wise and aggregate compound translation error rates (ErrR) on the compositional
generalization test set (cg-test) and BLEU on both in-domain test set (ind-test) and cg-test. For ReaCT, we report
BLEU on the in-domain IWSLT 2014 De→En test set and the compositional generalization test set (cg-test) created
in this paper. Results are averaged over 5 random runs on CoGnition and 3 random runs on ReaCT.

System 8-C 16-C 32-C
BERT2SEQ — 33.6 53.5
BERT2SEQ+SS — 46.8 61.7
C2F — 40.6 54.6
C2F+SS — 47.4 61.9
T5 34.7 44.7 59.0
T5+CSL 51.6 61.4 70.4
BART 32.1 47.2 61.9
+R-Dangleshr (interval = 6) 36.3 50.6 64.1

Table 6: Semantic Parsing Results: we compare
R-Dangle to various systems on SMCalFlow-CS. *-C
are different settings with 8, 16, and 32 cross-domain
examples added to the training set. Results for BERT
and C2F models are from Yin et al. (2021). Results for
T5 models are from Qiu et al. (2022). Results for BART
and R-Dangle are averaged over 3 random runs.

nations of these two models with span-supervised
attention (+SS; Yin et al. 2021). We also include a
T5 model and variant thereof trained on additional
data using a model called Compositional Structure
Learner (CSL) to generate examples for data aug-
mentation (T5+CSL; Qiu et al. 2022). R-Dangle
with BART performs best among models that do
not use data augmentation across compositional set-
tings. Note that our proposal is orthogonal to CSL
and could also benefit from data augmentation.

Larger Re-encoding Intervals Reduce Train-
ing Cost The results in Table 4 indicate that re-
encoding correlates with R-Dangle’s generalization
ability, at least for machine translation. Both model
variants experience a drop in BLEU points when
increasing the re-encoding interval to 8. We hy-
pothesize that this sensitivity to interval length is
task-related; target sequences in machine transla-
tion are relatively short and representative of real
language, whereas in SMCalFlow-CS, the average
length of target sequences (in formal language)
is 99.5 and the maximum length is 411. It is com-

putationally infeasible to train R-Dangle with small
intervals on this dataset, however, larger intervals
still produce significant performance gains.

Figure 1b shows how accuracy and training time
vary with interval length on SMCalFlow-CS with
the 16-C setting. Larger intervals substantially re-
duce training cost with an optimal speed-accuracy
trade off in between 10 and 50. For instance, inter-
val 40 yields a 4x speed-up compared to interval 10
while achieving 50.3% accuracy. Finding a trade-
off between generalization and efficiency is an open
research problem which we leave to future work.

7 Related Work

The realization that neural sequence-to-sequence
models struggle with compositional generalization
has led to numerous research efforts aiming to pre-
cisely define this problem and explore possible so-
lutions to it. A line of research focuses on bench-
marks which capture different aspects of composi-
tional generalization. Finegan-Dollak et al. (2018)
repurpose existing semantic parsing benchmarks
for compositional generalization by creating more
challenging splits based on logical form patterns.
In SCAN (Lake and Baroni, 2018b) compositional
generalization is represented by unseen combina-
tions of seen actions (e.g., JUMP LTURN). Keysers
et al. (2020) define compositional generalization
as generalizing to examples with maximum com-
pound divergence (e.g., combinations of entities
and relations) while guaranteeing similar atom dis-
tribution to the training set. Kim and Linzen (2020)
design five linguistic types of compositional gen-
eralization such as generalizing phrase nesting to
unseen depths. In ReaCT, our definition of com-
positional generalization is dependent on the data
distribution of the candidate corpus, which deter-
mines what compositional patterns are of practical
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interest and how frequently they occur.
Another line of work focuses on modeling solu-

tions, mostly ways to explicitly instil compositional
bias into neural models. This can be achieved by
adopting a more conventional grammar-based ap-
proach (Herzig and Berant, 2021) or incorporating
a lexicon or lexicon-style alignments into sequence
models (Akyurek and Andreas, 2021; Zheng and
Lapata, 2021). Other work employs heuristics,
grammars, and generative models to synthesize
examples for data augmentation (Jia and Liang,
2016; Akyürek et al., 2021; Andreas, 2020; Wang
et al., 2021; Qiu et al., 2022) or modifies standard
training objectives with new supervision signals
like attention supervision or meta-learning (Oren
et al., 2020; Conklin et al., 2021; Yin et al., 2021).
Our work builds on Dangle (Zheng and Lapata,
2022), a disentangled sequence-to-sequence model,
which tries to tackle compositional generalization
with architectural innovations. While Dangle is
conceptually general, our proposal is tailored to the
Transformer and features two key modifications to
encourage more disentangled representations and
better computational efficiency.

8 Conclusions

In this paper we focused on two issues related to
compositional generalization. Firstly, we improve
upon Dangle, an existing sequence-to-sequence ar-
chitecture that generalizes to unseen compositions
by learning specialized encodings for each decod-
ing step. We show that re-encoding keys period-
ically, at some interval, improves both efficiency
and accuracy. Secondly, we propose a methodology
for identifying compositional patterns in real-world
data and create a new dataset which better repre-
sents practical generalization requirements. Experi-
mental results show that our modifications improve
generalization across tasks, metrics, and datasets
and our new benchmark provides a challenging
testbed for evaluating new modeling efforts.

Limitations

Our machine translation experiments revealed that
optimal generalization performance is obtained
with small interval values. However, R-Dangle
with small intervals still runs much slower than an
equivalent Transformer model. Despite our mod-
ifications, large R-Dangle models with small in-
tervals on large datasets remain computationally
expensive. In this paper, we only explored a sim-

ple periodic re-encoding strategy. However, more
complex and flexible ways of re-encoding could be
used to further improve computational efficiency.
For instance, we could adopt a dynamic strategy
which learns when re-encoding is necessary.
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A Dataset Details

We evaluated our model on two machine transla-
tion datasets, and one semantic parsing benchmark
which we selected to maximally reflect natural lan-
guage variations and real-world generalization chal-
lenges. We describe these in detail below.

ReaCT is the real-world machine translation
benchmark developed in this paper for com-
positional generalization. The IWSLT 2014
De→En dataset consists of approximately 170K se-
quence pairs. We used the fairseq script
prepare-iwslt14.sh to randomly sample
approximately 4% of this dataset as validation
set and kept the rest as training set. Following
standard practice, we created an in-domain test
set, the concatenation of files dev2010, dev2012,
tst2010, tst2011, and tst2012. We created an out-
of-distribution test sets from the WMT’14 De→En
training corpus following the uncertainty selection
method based on sequences.

CoGnition is another machine translation bench-
mark targeting compositional generalization (Li
et al., 2021). It also contains a synthetic test set to
quantify and analyze compositional generalization
of neural MT models. This test set was constructed
by embedding synthesized novel compounds into
training sentence templates. Each compound was
combined with 5 different sentence templates, so
that every compound can be evaluated under 5 dif-
ferent contexts. A major difference between RE-
ACT and CoGnition is the fact that test sentences
for the latter are not naturally occurring. Despite
being somewhat artificial, CoGnition overall con-
stitutes a realistic benchmark which can help distin-
guish subtle model differences compared to purely
synthetic benchmarks. For example, Zheng and La-
pata (2022) showed that their encoder-only Dangle
variant performed badly on this dataset in spite of
impressive performance on synthetic semantic pars-
ing benchmarks (Kim and Linzen, 2020; Keysers
et al., 2020).

SMCalFlow-CS (Andreas et al., 2020) is a large-
scale semantic parsing dataset for task-oriented

dialogue, featuring real-world human-generated ut-
terances about calendar management. Yin et al.
(2021) proposed a compositional skills split of
SMCalFlow (SMCalFlow-CS) that contains single-
turn sentences from one of two domains related
to creating calendar events (e.g., Set up a meeting
with Adam) or querying an org chart (e.g., Who
are in Adam’s team? ), paired with LISP programs.
The training set S consists of samples from single
domains while the test set C contains compositions
thereof (e.g., create a meeting with Adam and his
team). Since zero-shot compositional generaliza-
tion is highly non-trivial due to novel language pat-
terns and program structures, we follow previous
work (Yin et al., 2021; Qiu et al., 2022) and con-
sider a few-shot learning scenario, where a small
number of cross-domain examples are included in
the training set. We report experiments with 6, 16,
and 32 examples.

B Implementation Details

Machine Translation Models We implemented
all translation models with fairseq (Ott et al., 2019).
Following previous work (Li et al., 2021; Zheng
and Lapata, 2022), we compared with the base-
line machine translation models Dangle and Trans-
former using the popular fairseq configuration
transformer_iwslt_de_en. We also imple-
mented a bigger variant of these models using a
new configuration, which empirically obtained bet-
ter performance. We used 12 encoder layers and 12
decoder layers. We set the dropout to 0.3 for atten-
tion weights and 0.4 after activations in the feed-
forward network. We also used pre-normalization
(i.e., we added layer normalization before each
block) to ease optimization. Following Zheng
and Lapata (2022), we used relative position em-
beddings (Shaw et al., 2018; Huang et al., 2020)
which have demonstrated better generalization per-
formance.

Hyperparameters for R-Dangle were tuned on
the respective validation sets of CoGnition and
ReaCT. Both R-Dangleshr and R-Danglesep used
a 12-layer decoder. For R-Dangleshr, we tuned the
number of layers of the two adaptive components
k1 and k2, and set k1 and k2 to 2 and 10, respec-
tively. For R-Danglesep, we shared some layers of
parameters between the value encoder and the adap-
tive key decoder and experimented with different
sharing strategies. Finally, we adopted a 10-layer
value encoder and a 10-layer key encoder (k1 = 2
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and k2 = 8). The top 8 layers in the two encoders
were shared. This configuration produced 12 differ-
ently parametrized transformer encoder layers, thus
maintaining identical model size to the baseline.

Semantic Parsing Models Qiu et al. (2022)
showed the advantage of pre-trained sequence-to-
sequence models on SMCalFlow-CS. We therefore
built R-Dangle on top of BART-large (Lewis et al.,
2020), which is well supported by fairseq. We
used BART’s encoder and decoder to instantiate
the adaptive encoder and decoder in our model. For
compatibility, we only employ the R-Dangleshr ar-
chitecture. We also set k1 and k2 to 2 and 10,
respectively.
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