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Abstract

While Neural Machine Translation (NMT) has
achieved great progress in recent years, it still
suffers from inaccurate translation of entities
(e.g., person/organization name, location), due
to the lack of entity training instances. When
we humans encounter an unknown entity dur-
ing translation, we usually first look up in a dic-
tionary and then organize the entity translation
together with the translations of other parts to
form a smooth target sentence. Inspired by this
translation process, we propose an Extract-and-
Attend approach to enhance entity translation
in NMT, where the translation candidates of
source entities are first extracted from a dictio-
nary and then attended to by the NMT model
to generate the target sentence. Specifically,
the translation candidates are extracted by first
detecting the entities in a source sentence and
then translating the entities through looking up
in a dictionary. Then, the extracted candidates
are added as a prefix of the decoder input to be
attended to by the decoder when generating the
target sentence through self-attention. Experi-
ments conducted on En-Zh and En-Ru demon-
strate that the proposed method is effective on
improving both the translation accuracy of enti-
ties and the overall translation quality, with up
to 35% reduction on entity error rate and 0.85
gain on BLEU and 13.8 gain on COMET.

1 Introduction

Neural machine translation (NMT) automatically
translates sentences between different languages,
which has achieved great success (Bahdanau et al.,
2015; Sutskever et al., 2014; He et al., 2016; Song
etal., 2019; Wang et al., 2021). Most current works
consider to improve the overall translation quality.
However, the words in a sentence are not equally
important, and the translation accuracy of named
entities (e.g., person, organization, location) largely
affects user experience, an illustration of which is

This work was completed at Microsoft. Corresponding au-
thors: Rui Wang and Xu Tan ({ruiwa,xuta} @microsoft.com).

shown in Table 1. Unfortunately, the translation
accuracy of named entities in a sentence is not quite
good with current NMT systems (Hassan et al.,
2018; Laubli et al., 2020) due to the lack of training
instances, and accordingly more effort is needed.

Recalling the process of human translation,
when encountering an unknown entity in a sen
tence, humans look up the translation of the en-
tity in mental or external dictionaries, and orga-
nize the translation of the entity together with the
translations of other parts to form a smooth target
sentence based on grammar and language sense
(Gerver, 1975; Cortese, 1999). As the original
intention of neural networks is to mimic the hu-
man brain, the human translation process is also an
important reference when dealing with entities in
NMT. However, none of the previous works on im-
proving the entity translation in NMT consider both
steps in human translation: 1) some works annotate
the types and positions of the entities without us-
ing the dictionary (Li et al., 2018b; Modrzejewski
et al., 2020); 2) some works first extract the entity
translations from a dictionary (Wang et al., 2017)
or an entity translation model (Li et al., 2018a; Yan
etal., 2019; Li et al., 2019), and then directly use
them to replace the corresponding entities in the
translated sentence via post-processing, which only
takes the first step of human translation and may
affect the fluency of the target sentence; 3) a cou-
ple of works use data augmentation or multi-task
training to handle the entities in NMT (Zhao et al.,
2020a; Hu et al., 2022), which do not explicitly ob-
tain the translation for each entity as the first step
in human translation.

Inspired by the human translation process, we
propose an Extract-and-Attend approach to im-
prove the translation accuracy of named entities
in NMT. Specifically, in the “Extract” step, trans-
lation candidates of named entities are extracted
by first detecting each named entity in the source
sentence and then translating to target language
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Source Jb 5 i | R AE E AR M P R E T A -
Reference Bei Dao’s painting exhibition opens at Horizon Gallery in Paris.
Output 1 | North Island’s painting exhibition opens at Horizon Gallery in Paris.
Output 2 Bei Dao’s picture exhibition opens on Horizon Gallery in Paris.

Table 1: Illustration of entity translation in a sentence, where “JL.5” in Chinese can be either a person name or an
island. Both outputs 1 and 2 have two different words with red color compared with the reference sentence, while
output 2 with correct translation on the entity “Jt 5 is much better.

based on the dictionary. Considering that some
types of entities (e.g. person names) have relatively
high diversity and low coverage in dictionaries, we
also develop a transliteration' pipeline to handle
the entities uncovered by the dictionary. In the “At-
tend” step, the extracted candidates are added to
the beginning of the decoder input as a prefix to be
attended to by the decoder via self-attention. The
Extract-and-Attend approach enjoys the following
advantages: 1) the translation candidates of the
named entities are explicitly extracted and incor-
porated during translation, which provides specific
references for the decoder to generate the target
sentence; 2) the extracted candidates are incorpo-
rated via self-attention instead of hard replacement,
which considers the context of the whole sentence
and leads to smooth outputs. The main contribu-
tions of this paper are summarized as follows:

* We propose to mimic the human translation pro-
cess when dealing with entities in NMT, includ-
ing extracting the translations of entities based on
dictionary and organizing the entity translations
together with the translations of other parts to
form a smooth translation.

* Accordingly, we propose an Extract-and-Attend
approach to improve the quality of entity trans-
lation in NMT, which effectively improves the
translation quality of the named entities.

* Experiments conducted on En-Zh and En-
Ru demonstrate that the proposed Extract-and-
Attend approach significantly reduces the error
rate on entity translation. Specifically, it reduces
the entity error rate by up to 35% while also im-
proving BLEU by up to 0.85 points and COMET
up to 13.8 points.

2 Related Work

To improve the entity translation in NMT, some
works focus on annotating named entities to pro-

'Transliteration is to convert between languages while
keeping the same pronunciation (Karimi et al., 2011).

vide type and position information. For example,
the inline annotation method (Li et al., 2018b)
inserts special tokens before and after the enti-
ties in the source sentence. The source factor
method (Ugawa et al., 2018; Modrzejewski et al.,
2020) adds entity type embeddings to the tokens of
the entities in the encoder. Xie et al. (2022) attach
entity classifiers to the encoder and decoder. One
main challenge when dealing with entities is that
the entities are quite diverse while the correspond-
ing data is limited compared to the large number of
entities. Dictionaries are important supplements to
the limited data on entities, which are not utilized
in these works.

With the help of bilingual dictionaries, one com-
mon approach to improve the entity translation in
NMT is to first extract the translation of source
entities based on a dictionary (Wang et al., 2017)
or an entity translation model (Li et al., 2018a;
Yan et al., 2019; Li et al., 2019), and then locate
and replace the corresponding tokens in the target
sentence via post-processing. However, such ap-
proach only takes the first step of human translation
(i.e., extracting the entity translations), since the en-
tity translations are inserted to the target sentence
by hard replacement, which affects the fluency
of the target sentence. Moreover, this approach
is sensitive to the inaccurate predictions made by
NER (Modrzejewski et al., 2020).

Recently, some works take advantage of addi-
tional resources (e.g., dictionary) via data aug-
mentation or multi-task training to improve the
translation quality on entities. Zhao et al. (2020b)
augment the parallel corpus based on paired enti-
ties extracted from multilingual knowledge graphs,
while DEEP (Hu et al., 2022) augments monolin-
gual data with paired entities for a denoising pre-
training task. The entity translation can also be
enhanced by multi-task training with knowledge
reasoning (Zhao et al., 2020a) and integrating lexi-
cal constraints (Wang et al., 2022). These methods
don’t look up translation candidates in bilingual
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Figure 1: Extract-and-Attend approach, where the translation candidates are extracted and added as a prefix of the
decoder input. Entity type embeddings are added to the source input (e.g., ‘PER’ for person names, ‘LOC’ for
locations and ‘O’ for other tokens other than entities). Independent position embeddings are used for the translation
candidates and the shifted output tokens (i.e., ‘CE’ for translation candidates and ‘E’ for output tokens).

Entity

Dictionary

dictionares during inference. Considering that enti-
ties are quite diverse, providing specific translation
candidates from dictionary may further improve
the quality of entity translation.

Bilingual dictionaries are also utilized for im-
proving translation quality on rare words or
domain-specific terminology. One common ap-
proach is to augment training data with pseudo
parallel sentences generated based on the dictio-
nary (Zhang and Zong, 2016; Nag et al., 2020;
Zhao et al., 2020b; Peng et al., 2020). Some works
adjust the output probabilities over the vocabulary
in the decoder according to the dictionary (Arthur
et al., 2016; Zhao et al., 2018; Zhang et al., 2021).
Zhong and Chiang (2020) attach the definitions
of the rare words in the dictionary to enhance the
rare word translation. Similarly, Dinu et al. (2019)
and Exel et al. (2020) proposed to inject terminol-
ogy by replacing or inserting translations inline in
the source sentence. Though the human transla-
tion process when encountering an unknown rare
word/terminology or entity is the same, we argue
that the two-step human translation process is more
suitable for entities. This is because rare words can
be polysemous and require context-based disam-
biguation; on the other hand, each entity is usually
linked with a single sense after controlling for en-
tity type. Accordingly, retrieved translations of en-
tities are less ambiguous than other words. On the
contrary, domain-specific terminology always has
a single sense which has little relevant to context,

and thus it is usually with much higher accuracy to
identify the terminologies in the domain-specific
sentences than entities. Another uniqueness of enti-
ties is that some entities are translated by the same
rule, which makes it possible to generalize to un-
seen entities. For example, when translating the
names of Chinese people from Chinese to English,
Pinyin? is commonly used.

3 Improving Entity Translation in NMT

Inspired by the translation process of humans when
encountering an unknown entity, where the trans-
lation of the entity is extracted from a dictionary
and then organized with the translations of other
parts to form a fluent target sentence, we propose
an Extract-and-Attend approach. Specifically, we
first extract the translation candidates of the en-
tities in the source sentence, and then attend the
translation candidates into the decoding process
via self-attention, which helps the decoder to gener-
ate a smooth target sentence based on the specific
entity translations. An overview of the proposed
Extract-and-Attend approach is shown in Fig. 1,
where a Transformer-based (Vaswani et al., 2017)
encoder-decoder structure is adopted. Specifically,
to extract the translation candidates, entities in the
source sentence are first detected based on NER
(Li et al., 2020), then the translation candidates
are obtained from a bilingual dictionary. Consider-
ing that some types of named entities (e.g., person

Zhttps://en.wikipedia.org/wiki/Pinyin
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Figure 2: Transliteration pipeline.

names) are quite diverse and the coverage in the
dictionary of such entities is limited, we also de-
velop a transliteration pipeline to handle entities
uncovered by the dictionary. To make the decoder
attend to the translation candidates, we add the
translation candidates in order as a prefix of the
decoder input. In the following sections, we will
provide the details of “Extract” and “Attend”.

3.1 Extracting Translation Candidates

Extracting the translation candidates for entities
in the source sentence provides explicit references
when generating the target sentence in NMT. There
are two steps when extracting the entity transla-
tion candidates, where the entities in the source
sentences are first detected by NER and then trans-
lated to the target language. If the entity is found
in the bilingual dictionary, we retrieve its transla-
tion(s). Although there may be multiple translation
candidates for one entity, the entity usually links to
a single sense after disambiguating by entity type,
and the multiple candidates in the dictionary for
one named entity are commonly all correct. For
example, “John Wilson” can be translated to “%
#)-4E /R or “2NEI-BUR#X”. During training,
we consider the one with shortest Levenshtein dis-
tance’ compared to the ground truth translation to
encourage the decoder to copy the given candidate.
During inference, considering that only the source
sentence is available, we select the one with highest
frequency in the training set.

The coverage in the dictionary is limited for
some types of entities (e.g, person names). Mean-
while, a large number of named entities (e.g.,
person names and some of locations) are trans-
lated by transliteration (i.e., translated according

3https://en.wikipedia.org/wiki/Levenshtein_distance

to the pronunciations). Accordingly, we consider
to use transliteration to handle such entities if
they are uncovered by the dictionary. Translitera-
tion in different countries often follow different
rules. For example, names of Chinese persons
are transliterated into English via Pinyin, while
names of Korean persons are often transliterated
via McCune-Reischauer*. Current transliteration
models (Kundu et al., 2018; Karimi et al., 2011;
Le et al., 2019) do not consider different nationali-
ties for a single language pair, which is an impor-
tant cause for transliteration errors. Considering
this, we develop a nationality-aware transliteration
pipeline, which consists of a nationality classifier
and a nationality-aware transliteration model. As
shown in Fig. 2, the nationality classifier takes the
source entity and source sentence as input, and
predicts the nationality of the entity. Then, the
nationality tag is concatenated with the entity and
translated by the word-level transliteration model.

3.2 Attending to Translation Candidates

We consider to let the decoder attend to the ex-
tracted translation candidates via self-attention,
which has shown to be more effective in improving
entity translation compared to alternative designs
(see Section 5.3). Accordingly, we concatenate
extracted candidate translations with “[SEP]” and
place it before the “<bos>" token of the decoder
input. In order to identify the alignments between
the translation candidates and the corresponding
entities in the source sentence, we add entity type
embeddings to word embeddings of the entities in
the source sentence as (Modrzejewski et al., 2020),
and concatenate the corresponding translation can-
didates in the same order as they are in the source

*https://en.wikipedia.org/wiki/McCune-Reischauer
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sentence. We demonstrate that our model can cor-
rectly align the entities and the corresponding trans-
lation candidates in Appendix A.1 via case study.
We use independent position embeddings for the
translation candidates and the target sentence as
shown in Fig. 1. The loss on the tokens of transla-
tion candidates is ignored. In this way, the decoder
can attend to the translation candidates through the
attention mechanism in the decoder, which helps
improve the performance of the model on translat-
ing entities.

4 Experimental Settings

In this section, we describe experimental settings
including datasets, model configurations, the evalu-
ation criterion and baselines.

4.1 Datasets

We conduct experiments on English-Chinese (En-
Zh) and English-Russian (En-Ru) translation. We
chose language pairs so that the source and target
languages come from different scripts®, because
cross-script entity translation is more challenging.
Following Modrzejewski et al. (2020), three types
of named entities are considered, i.e., person name,
organization and location. Note that the proposed
framework is not limited to the three types and can
be applied to other entities (e.g., domain entities).

Entity dictionary. Entity pairs and correspond-
ing nationality information are obtained from two
multilingual knowledge graphs (i.e., DBPedia and
Wikidata). For En-Ru, we extract 401K, 175K and
50K pairs of PER, LOC and ORG entities respec-
tively. For En-Zh, we extract 338K, 200K, 38K
pairs of PER, LOC and ORG entities respectively.
Besides, we increase the coverage of the entity dic-
tionary by mining entity pairs from parallel data.
First, we use spaCy NER models® to recognize
entities from parallel sentences, then use awesome-
align (Dou and Neubig, 2021) to align the source
and target tokens and extract the corresponding
translations. Infrequent entity pairs or empty align-
ment results are filtered out. Specifically, we obtain
179K person names, 51K locations, and 63K orga-
nizations for En-Ru, and 152K person names, 32K
locations, and 39K organizations for En-Zh.

SEnglish uses Latin script, Chinese uses Logographic
script, and Russian uses Cyrillic script.
®https://pypi.org/project/spacy/

Dataset for transliteration pipeline. Most per-
son names and part of locations can be translated
by transliteration. Because the dictionary has rela-
tively high coverage for location entities, we train
the transliteration pipeline based on parallel per-
son names, and use it for both person names and
unseen locations. To train the nationality classi-
fier, we extract English biographies from DBPedia
and link them to the entity dictionary, which are
translated into Chinese and Russian with custom
NMT models. In total, we collect 54K sentences
with person names and nationalities, where 48.2K,
1.5K and 3.9K of them are used as training set,
validation set and test set, respectively. We also
merge countries that share the same official lan-
guage (e.g. USA and UK), and regard the nation-
alities with fewer than 1000 examples as “Other”.
For the nationality-aware transliteration model, the
paired person names with nationality information
from the collected entity dictionary are used. For
En-Zh, 316K, 5K, and 17K are used as training
set, validation set and test set respectively, and for
En-Ru, 362K, 13K, 26K are used as training set,
validation set and test set respectively. Besides, we
also collect common monolingual person names
from various databases’, and create pseudo entity
pairs via back translation (Sennrich et al., 2016).
In total, 10K, 1.6M and 560K entities are collected
for English, Chinese and Russian respectively.

Dataset for NMT model. The training data is
obtained from UN Parallel Corpus v1.0 and News
Commentary Corpus v15%. The test data is con-
structed by concatenating test sets of the WMT
News Translation Task (2015-2021) and dedupli-
cating samples. Dataset statistics are shown in
Table 2. For En-Zh, there are 6.6K PER entities,
4.4K ORG entities and 1.9K LOC entities. For
En-Ru, there are 4.9K PER entities, 2.5K ORG
entities and 1.2K LOC entities. We use Moses’ to
tokenize English and Russian corpus, and perform
word segmentation on Chinese corpus with jieba!®.
We perform joint byte-pair encoding (BPE) by sub-
wordnmt'! with a maximum of 20K BPE tokens.

"https://namecensus.com/
http://www.openkg.cn/dataset/cndbpedia
https://github.com/wainshine/Chinese-Names-Corpus
https://github.com/datacoon/russiannames

8Available at https://www.statmt.org/wmt20/translation-
task.html

“https://github.com/moses-smt/mosesdecoder

nhttps://pypi.org/project/jieba/

"https://github.com/rsennrich/subword-nmt
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Languages #Sentences #Tokens
En-Ru 23.5M/25K/13K | 726M/456K/227K
En-Zh 16.2M/20k/19k | 487M/512K/503K

Table 2: Statistics of NMT datasets (Train/Val/Test).

4.2 Model Configurations and Training
Pipeline

The nationality classifier is fine-tuned from pre-
trained BERT checkpoint (base, cased) available
on HuggingFace'?. Both the NMT model and the
nationality-aware transliteration model use Trans-
former base architecture (Vaswani et al., 2017) with
6-layer encoder and decoder, hidden size as 512
and 8 attention heads.

4.3 Evaluation Criterion and Baselines

To evaluate the overall translation quality, we com-
pute BLEU and COMET (Rei et al., 2020) scores'.
To evaluate the translation quality on entities, we
consider using error rate of entity translation as the
evaluation criterion. Following Modrzejewski et al.
(2020), we evaluate entity error rate by recognizing
named entities from the reference sentence, and
then checking occurrence in the output sentence,
where it is regarded as error if it does not occur.
We compare our Extract-and-Attend approach
with the following baselines'*:
* Transformer. The Transformer model is directly
trained on parallel corpus.

* Transformer with Dictionary. The entity dictio-
nary is directly added to the parallel corpus to
train a transformer model.

* Replacement. After identifying entities in the
source sentence with NER and aligning them
with target tokens, the corresponding tokens are
replaced by translation candidates.

e Placeholder (Yan et al., 2019; Li et al., 2019). 1t
first replaces the entities in the source sentence
with placeholders based on NER and then re-
stores the placeholders in the output sentence
with the extracted translation candidates.

https://huggingface.co/bert-base-uncased

3The wmt22-comet-da model is used to calculate COMET
scores

'“The entity resources used in Transformer with Dictionary,
Replacement and Placeholder are obtained as is Section 3.1

* Annotation (Modrzejewski et al., 2020). En-
tity type embeddings are added to the original
word embeddings for the tokens of entities in the
source sentence.

* Multi-task (Zhao et al., 2020a) It improves the
entity translation in NMT by multi-task learning
on machine translation and knowledge reasoning.

5 Experimental Results

In this section, we demonstrate the effectiveness
of the proposed Extract-and-Attend approach by
comparing it with multiple baselines. We also con-
duct experiments to verify the design aspects of
“Extract” and “Attend”.

5.1 Main Results

BLEU, COMET and entity error rates of the
Extract-and-Attend approach with the baselines are
shown in Table 3 and Table 4, where the proposed
approach consistently performs the best on all the
metrics and language pairs. From the results, it can
be observed that: 1) The proposed method reduces
the error rate by up to 35% and achieves a gain
of up to 0.85 BLEU and 13.8 COMET compared
to the standard Transformer model; 2) Compared
with the annotation method (Modrzejewski et al.,
2020), which annotates the entities in the source
sentence based on NER without incorporating any
additional resources (e.g., dictionary), the proposed
Extract-and-Attend approach takes advantage of
the entity dictionary and nationality-aware translit-
eration pipeline, and reduces the entity error rate
by up to 26% while achieving up to 0.77 points
gain on BLEU and 3.0 points on COMET; 3) Com-
pared with the replacement and placeholder (Yan
et al., 2019; Li et al., 2019) methods, the Extract-
and-Attend approach is more robust to NER errors
(see A.3) than hard replacement and reduces the
error rate by up to 16% while gaining up to 2.1
BLEU and 7.2 COMET; 4) Compared to the multi-
task (Zhao et al., 2020a) method, the Extract-and-
Attend approach explicitly provides the translation
candidates when decoding, which reduces the en-
tity error rate by up to 35% and improves BLEU
by up to 0.8 points and COMET up to 4.4 points.
We also provide the error rates for different entity
types in Appendix A.2, and analyze the effect of
dictionary coverage in Appendix A.4

Entity error rates calculated according to Sec-
tion 4.3 may incur false negative errors, which has
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Model En — Ru Ru — En En — Zh Zh = En

BLEU COMET BLEU COMET BLEU COMET BLEU COMET
Transformer 31.83 522 34.63 54.0 26.32 34.8 27.45 41.5
Transformer w/ Dictionary ~ 31.85 53.6 34.67 56.1 26.36 38.1 27.49 43.2
Replacement 30.52 55.2 32.01 56.7 25.92 414 27.21 45.0
Placeholder 31.88 57.6 34.72 59.1 26.41 429 27.50 47.2
Annotation 31.91 59.4 34.84 60.5 26.44 45.8 27.73 48.0
Multi-task 31.88 57.8 34.76 60.3 26.38 45.0 27.64 474
Extract & Attend (ours) 32.68 62.2 35.41 63.5 26.79 48.6 27.98 50.1

Table 3: BLEU and COMET scores on WMT newstest. BLEU and COMET scores are statistically higher than
baselines across all language pairs with 95% statistical significance (Koehn, 2004).

Model [ En— Ru [ Ru— En | En— Zh | Zh — En

Transformer 60.0 51.3 42.7 41.0

Transformer w/ Dictionary 59.2 50.4 42.1 40.6

Replacement 49.6 49.8 29.5 28.9

Placeholder 49.7 493 28.6 27.9

Annotation 43.2 44.5 374 30.0

Multi-task 58.9 50.0 424 40.4

Extract & Attend (ours) | 42.7 | 41.6 | 27.7 | 27.5

Table 4: Error rates (%) on WMT newstest.
two main causes. First, as noted by Modrzejew- Model | PER | ORG | LOC | Total
ski et al. (2020), it is common for NER models to Transformer 2.4 | 143 | 134 | 17.9
make erroneous predictions. Second, there may be Transformer w/ Dictionary | 25.8 | 13.6 | 134 | 16.7
multiple correct translations for one entity, but the Replacement 198 1 124 126 1 14.8
p. ; Y, Placeholder 189 | 124 10.9 | 13.6
ones different from that in the reference sentence Annotation 179 | 114 | 109 | 13.3
are regarded as errors. For example, BMA (British Multi-task 217 | 124 ] 126 | 155
Medical Association) can either be copied in the Extract & Attend 160 | 114 | 92 | 121
target sentence, or translated into its Chinese form (ours)

“Hi[F [E2£ 2. Therefore, we also perform human
evaluation wmttest150 (see Table 5), where 150
sentence pairs with entities are randomly sampled
from the En — Zh test set. Compared to auto-
matic evaluation results in Table 4, entity error rates
based on human evaluation become lower after
eliminating the false negatives, while the relative
performance of different models remain almost con-
sistent. Therefore, though there are false negatives
in the automatic evaluation as in Section 4.3, it is
still a valid metric for evaluating entity translation.
Moreover, we observe that the Extract-and-Attend
approach performs the best on all three entity types
and reduces the total error rate by 32%.

5.2 Analysis on Extracting

To investigate the effectiveness of our translitera-
tion pipeline, we implement a variant denoted as
Extract-and-Attend (w/o Transliteration), in which
we only extract translation candidates covered by
the dictionary. From Table 6, we can see that the
translation quality of person names is significantly

Table 5: Human evaluation of entity error rates (%) on
wmttest150 for En — Zh.

improved, reducing the error rate by 37%; translit-
eration is also effective for locations, reducing the
error rate by 9%. Overall, the transliteration model
improves BLEU by 0.33 and COMET by 4.1.

Model \ BLEU \ COMET \ PER \ LOC

Extract & Attend 26.79 48.6 256 | 31.6
(with Transliteration)

Extract & Attend 26.46 46.5 40.8 | 34.8

(w/o Transliteration)

Table 6: BLEU, COMET and error rates (%) for En — Zh.

Considering that different transliteration rules
may be applied for different countries, we pro-
pose to incorporate nationality information during
transliteration. To evaluate the effectiveness of uti-
lizing the nationality information in the translitera-
tion pipeline, we compare the performance of the
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proposed nationality-aware transliteration pipeline
with the transliteration model trained on paired en-
tities without nationality information. As shown
in Table 7, adding nationality information during
transliteration consistently improves transliteration
quality across all language pairs, and is most help-
ful for Zh — En, where the transliteration accu-
racy is improved by 9%.

Transliteration | En — Ru | Ru— En | En— Zh | Zh — En

Nationality-aware
w/o Nationality

79 85 95 97
74 82 90 88

Table 7: Accuracy of transliteration (%).

5.3 Analysis on Attending

We also conduct experiments to evaluate the effect
of attending translation candidates in the encoder
compared to the decoder. Similar to Zhong and
Chiang (2020), we append translation candidates
to the source tokens, where the position embed-
dings of the translation candidates are shared with
the first token of the corresponding entities in the
source sentence. Relative position embeddings de-
noting token order within the translation candidate
are also added. As shown in Table 8, adding the
translation candidates to the decoder is better than
adding to the encoder. Intuitively, attending to
translation candidates in the encoder may incur ad-
ditional burden to the encoder to handle multiple
languages.

Model | BLEU | COMET | Error rate
Extract & Attend | 26.79 48.6 27.7
(Decoder)
Extract & Attend | 26.56 46.2 29.8
(Encoder)

Table 8: BLEU, COMET and error rates (%) for En — Zh.

Some entities have multiple translation candi-
dates in the entity dictionary. To study whether to
provide multiple candidates for each named entity,
we extract up to three candidates from the entity
dictionary. To help the model distinguish different
candidates, we use a separator between candidates
of the same entity, which is different from the one
used to separate the candidates for different entities.
Table 9 shows that adding multiple translation can-
didates slightly reduces the translation quality in
terms of BLEU, COMET and entity error rate. In-
tuitively, all the retrieved translation candidates for

an entity are typically correct, and using one trans-
lation candidate for each entity provides sufficient
information.

Model | BLEU | COMET | Error rate
Extract & Attend 26.79 48.6 27.7
(single candidate)

Extract & Attend 26.75 47.9 27.8

(multiple candidates)

Table 9: BLEU, COMET and error rates (%) for En — Zh.

5.4 Inference Time

Extracting translation candidates requires addi-
tional inference time, including the delays from
NER and transliteration pipeline. Specifically, the
average inference time for standard Transformer,
Replacement, Placeholder, Annotation, Multi-task
and our method are 389ms, 552ms, 470ms, 416ms,
395ms, 624ms!>,

6 Conclusion

In this paper, we propose an Extract-and-Attend
approach to improve the translation quality in NMT
systems. Specifically, translation candidates for en-
tities in the source sentence are first extracted, and
then attended to by the decoder via self-attention.
Experimental results demonstrate the effective-
ness of the proposed approach and design aspects.
Knowledge is an important resource to enhance
the entity translation in NMT, while we only take
advantage of the paired entities, nationality and
biography information. In the future work, it is
interesting to investigate how to make better use of
the knowledge, which can be obtained from knowl-
edge graphs and large-scale pre-trained models. Be-
sides, the proposed Extract-and-Attend approach
also has some limitations. First, our method re-
quires additional entity resources, which may be
difficult to obtain for certain language pairs. With
the development of multilingual entity datasets like
Paranames (Sélevi and Lignos, 2022), we are op-
timistic such resources will be more accessible in
the near future. Second, as demonstrated in Sec-
tion 5.4, extracting translation candidates increases
inference time. Due to space limitation, more limi-
tations are discussed in Appendix A.6.

SEvaluated on a P40 GPU with batch size of 1, other ex-
perimental settings same as Section 4
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A Appendix

A.1 Case Study

We also conduct a case study on the En — Zh test
set to demonstrate the capability of our model when
handing multiple entities in a sentence. As shown
in Table 10, the outputs of our model normally has
correct alignments between the translations and
the corresponding entities in the source sentence.
Besides, the baseline model has a strong tendency
to copy unfamiliar entities in the source sentence,
while our model can alleviate this problem and en-
courage the translation model to incorporate proper
transliteration.
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Source Simone , Gabby and Laurie all took the same path as Aly and Madison to make
the Olympic team . o
Reference P45 fIA AR RN 157 Hi i/t A\ Bz (RPN R A2 IR ] B N 32 fh—F+ -
Baseline  Simone ~ Gabby 157 3ttt A BLZ RN AT L R ALy & 22388 —HF -
Ours  PU5¢ DNHCAIS Hdt A\ Bz ACRBA R 12 R o] B N 223 e b —F
Source  Lomachenko defends his belt against Miguel Marriaga on Saturday night at 7
on ESPN .
Reference 7 & 75 B _F7 5 FUESPN IV 7% 91,18 DRI IE T KM /R- S BTN, fRE
TR HEAT -
Baseline Lomachenko 7£ /& 7N b7 S 7EESPN | 1 Miguel Marriagafif ff -
Ours {8 SEERLE /N BET 5 AEESPNAT FEAKAS /K-S AN AT HE 28 Hh 10 58 fth 14
T o
Source iCloud ’ s main data center at Gui-An New Area will be the first data center
Apple has set up in China . On completion , it will be used to store the data of
Apple users in China .
Reference iCloud 5 %7 [X 3= £k A /O R 2 3E SR A R FE P ENR LAY 3B — DM EUR
OIE, THEESE, FHTEETESER FH P REE -
Baseline  iCloud A %2 X i) 3= BRI A O 2 SERAE HP B ST A0 28 — e
Lo SERUE . ERFA TR A E SR AR -
Ours  iCloud”f 5% %37 X {) F= B /o 2 SR e HH B SL A 3R — R

Lo FERUG, ERFH T ESER A S AEEE -

Table 10: Examples of En — Zh entity translation. Entities are underlined.

A2

To alleviate the problem of false errors caused by
NER, We aggregate across all language pairs and
calculated the average error rate for each type of
entity. From Table 11, it is shown that our method
outperforms all baselines for PER, ORG and LOC
entities.

Error Rates by Entity Type

Model | PER | ORG | LOC
Transformer 504 | 424 | 375
Transformer w/ Dictionary | 49.8 | 41.7 | 37.2
Replacement 352 | 389 | 352
Placeholder 345 | 39.0 | 339
Annotation 35.7 | 40.2 | 34.1
Multi-task 492 | 414 | 37.6

ours 29.9 | 38.1 | 334

Table 11: Error rates (%) on WMT newstest by entity
type.

A.3 Robustness against NER errors

To test the robustness against NER errors, we fil-
ter the samples in which incorrect candidates are
collected, which can result from NER errors and
transliteration errors. Compared to the Transformer
baseline, in 32% of the cases, the extract and at-

tend method is misguided by the incorrect candi-
dates, while for the replacement and placeholder ap-
proaches 100% of the cases is misguided. Accord-
ingly, our method is arguably more robust against
NER errors.

A.4 Analysis of Dictionary Coverage

To analyze the performance of our approach on
domains not well covered by the dictionary, we
evaluate our approach and baselines on OpenSub-
titles dataset (Lison and Tiedemann, 2016). Be-
cause there is no official test set for this dataset,
we randomly sample 10K En-Zh sentence pairs.
There are 3.6K PER entities, 1.1K ORG entities
and 1.1K LOC entities in this test set. Compared
to the dictionary coverage of 32.4% for WMT new-
stest, the dictionary coverage is only 15.2% for
the Opensubtitles test set. The overall entity error
rates are shown in Table 12. Our results show that
even when the coverage of the entity dictionary
is relatively low, the proposed Extract-and-Attend
framework achieves consistent improvement in en-
tity error rates compared to alternative methods.
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Model Error Rate(%)
Transformer 29.6
Transformer w/ Dictionary 29.2
Replacement 26.8
Placeholder 26.3
Annotation 27.9
Multi-task 28.2
ours 24.9

Table 12: Entity error rates (%) on OpenSubtitles test
set for En — Zh.

A.5 Comparison with VecConstNMT

Some researchers have proposed VecConstNMT to
mine and integrate lexical constraints from parallel
corpora, which can potentially improve entity trans-
lation quality (Wang et al., 2022). We compare
our method with VecConstNMT on En — Zh
and Zh — En. For En — Zh, and the results
are shown in Table 13. Possible reasons that our
method outperforms their method include: (1) our
method uses additional resources such as dictio-
naries (2) a relatively small portion of lexical con-
straints are related to entity translation.

Model En—Zh | Zh — En
VecConstNMT 31.8 28.1
ours 27.7 27.5

Table 13: Error rates (%) on WMT newstest.

A.6 Extended discussion of limitations

Though errors caused by NER are alleviated by
attending to the translation candidates via self-
attention, the quality of the extracted translation
candidates is still affected by NER accuracy and
dictionary coverage, and higher quality of trans-
lation candidates normally leads to better perfor-
mance. Another issue worth noting is the evalua-
tion criterion for entity translation. As mentioned
in Section 5.1, automatically calculating the error
rate on entities based on NER and the reference
sentence incurs false negative errors, and better cri-
teria to evaluate the translation quality of entities
are needed. What’s more, in this paper we assume
transliteration rules are the same for regions using
the same language and assume that nationality is
the same as language of origin, which may be in-
appropriate in some rare cases. Last but not least,
considering that languages may have their own

uniqueness, experiments on other language pairs
are still needed.
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