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Abstract

One of the goals of field linguistics is compi-
lation of descriptive grammars for relatively
little-studied languages. Until recently, extract-
ing linguistic characteristics from grammatical
descriptions and creating databases based on
them was done manually. The aim of this pa-
per is to apply methods of multilingual auto-
matic information extraction to grammatical
descriptions written in different languages of
the world: we present a search engine for gram-
mars, which would accelerate the tedious and
time-consuming process of searching for infor-
mation about linguistic features and facilitate
research in the field of linguistic typology.

1 Introduction

This work is dedicated to methods of information
extraction, one of the subtasks of natural language
processing. Methods of information extraction are
widely used to create search engines. In addition to
web services designed to search for internet web-
sites that are relevant to the user’s request, there
is a need for highly specialized search engines for
scientific publications, including linguistic ones.

One of the publication types in field linguistics
is a descriptive grammar, which is a description of
phonetic, morphological, syntactic, semantic and
other characteristics of a particular language. Until
recently, extracting language characteristics from
descriptive grammars and creating databases based
on them was done manually. For instance, The
World Atlas of Language Structures1, originally
published as a book (Haspelmath et al., 2005), con-
tains information on 144 characteristics for over
2600 languages.

Searching for information about a multitude of
features is a long and labor-intensive process, al-
beit a portion of grammars is available not only
in paper form, but also in digitized form: gram-
mars from different time periods (from missionary

1https://wals.info/

grammars to modern papers) created by researchers
from different countries do not have a single struc-
ture. Furthermore, a simple search for a word in
a document can return dozens of occurrences, and
not all of them will be relevant to the query.

The purpose of this work is to create a search
engine for grammars, which would facilitate and
speed up the process of finding information about
language characteristics. The paper considers two
methods of information extraction (BM25 and a
reranking model based on BERT). The materials
for the demonstration of the search engine include
grammars presented on Google Drive2.

Section 2 will analyze the already existing works
pertaining to the task of automatic extraction of
data from grammars; in Section 3, the methods
used for data preprocessing will be described. Sec-
tion 4 will discuss the two methods used for infor-
mation extraction. In Section 5, we will compare
the results obtained using the two methods and
demonstrate the features of the search engine web
application.

2 Review of Existing Approaches

At the moment, the subject of automatic informa-
tion extraction of data from grammars is relatively
little-studied. Several scientific papers regarding
the methodology for extracting information from
grammars using frame semantic parsers have been
published by members of Språkbanken, a research
and development unit at the University of Gothen-
burg, Sweden: (Virk et al., 2017; Virk et al., 2019;
Virk et al., 2020; Virk et al., 2021). The method-
ology proposed by Språkbanken is illustrated in
(Virk et al., 2019) using the following hypothetical
sentence from a grammar as an example:

The adjectives follow the noun they qual-
ify.

2https://drive.google.com/drive/folders/1FUun
Y_30HCKUsSixwczsxRaJ71fAb9Ii
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An answer to the following question: “What is
the order of adjectives and nouns in the language?”
is to be chosen from the values “noun-adjective”,
“adjective-noun”, and “both”. Based on the labels
assigned to the predicate “follow”, the subject “ad-
jectives”, and the object “noun” by the semantic
parser, the option “noun-adjective” is selected as
an answer to the question and entered into the
database.

Semantic parsers based on tagged text corpora
are usually not sufficient to describe semantic
frames found in grammars. (Virk et al., 2020) de-
scribes the functionality of a highly specialized se-
mantic parser for linguistic publications, created on
the basis of LingFN. LingFN is a corpus of gram-
mars in English with annotated semantic frames,
described in in (Malm et al., 2018). Extracting
information from grammars written in languages
other than English would require creating highly
specialized parsers for each of the languages. Since
a single specialized parser is not a multilingual so-
lution, further this paper will discuss methods that
are not based on frame semantics.

A simpler method is used in (Hammarström
et al., 2020): to find out if a certain phenomenon
is present in the language, the frequency of the
corresponding term in the text of the grammar is
counted. Occurrences of a term in the context of
negative polarity items (“in language X [there is no
phenomenon Y] | [missing category Y] | [category
Y not found]”) are excluded. Based on the distri-
bution of occurrences of each term in grammars,
a frequency threshold is calculated. Only terms
with a frequency above the threshold are categories
potentially present in the language. This method
does not require significant time spent on annotat-
ing corpora and is universal for grammars written
in any language, which greatly facilitates automatic
creation of databases of linguistic characteristics.

However, the methods described in (Virk et al.,
2017; Virk et al., 2019; Virk et al., 2020; Virk et al.,
2021; Hammarström et al., 2020) are effective for
building language databases in the form of tables,
where at the intersection of a row with the name
of the language and the column with the name of
the category is an answer to a question (for exam-
ple, “noun-adjective”) or a truth value indicating
presence or absence of a particular category in the
language.

The table format does not fully meet the goals of
our work, since it is not enough for a search engine

to extract a single truth value; it is more crucial
to extract a paragraph which describes the specific
features of the desired language characteristic, to-
gether with the glosses and examples. Therefore,
it has been decided to use methods that rank doc-
uments (paragraphs) according to their relevance
to the search query entered by the user in order to
return the original paragraph from the grammar in
response to the query. The chosen approach does
not perform any final feature extraction, but leaves
the ultimate decision to the linguist.

3 Data

The grammars from which the search engine ap-
plication extracts information are presented on
Google Drive in the Grammars folder. The source
code of the application is available on3.

Each grammar is presented in a .pdf file. The
table grammars_database.xslx (stored in the source
code repository) contains meta-information for
each grammar: the full path to the file, availability
of an OCR layer (“Searchable”/“Not searchable”),
the language described in the grammar, and the lan-
guage the grammar is in. Initially, some files did
not have an OCR layer. Such files were processed
using the ocrmypdf4 library.

For the subsequent information extraction, the
contents of each file were preprocessed. The gram-
mars were parsed using the pdftotext5 library and
divided into paragraphs. A combination of two
spaces was taken as a separator. After separation,
extra spaces were removed from the beginning and
end of each paragraph. Since there are frequent
cases of a paragraph being split between two pages,
after separation, each pair of adjacent paragraphs
was checked: if the second paragraph does not start
with a capital letter and/or the first one does not end
with a dot, ellipsis, question mark or exclamation
mark, then they were connected again into a single
paragraph.

Further, each paragraph was divided into tokens
using the spaCy6 library. spaCy was chosen be-
cause it currently implements text preprocessing
methods for 22 languages. The paragraphs under-
went tokenization; punctuation marks, numbers,
and stop words were removed. The lists of tokens
and their corresponding page numbers were saved

3https://github.com/grammars-data-extraction/
linguistic_data_extraction

4https://github.com/ocrmypdf/OCRmyPDF
5https://pypi.org/project/pdftotext/
6https://spacy.io/
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in .json files in the Grammars_Page_Numbers
folder in the repository in order that the search
algorithm would work with preprocessed data and
not with the original .pdf file.

After the tokenization, the paragraphs were lem-
matized, and the lists of lemmas were saved as
.json files in the Grammars_Lemmas folder.

4 Methods for Ranking Paragraphs by
Relevance to the Query

After the data has been divided into paragraphs and
preprocessed, the search engine itself was imple-
mented. It accepts a query from the user, deter-
mines which of the paragraphs are relevant to the
query, and returns them. To calculate relevance,
this paper uses the BM25 algorithm and a combi-
nation of BM25 with BERT embeddings.

4.1 BM25
BM25 is a family of functions that assign a rel-
evance score to the search query to each of the
documents (in our case, each of the paragraphs).
The paper uses the function described in (Trotman
et al., 2012) and implemented in the BM25Okapi
class of the rank-bm257 library:

BM25(Q, d) =

=

n∑

t∈Q
IDF (t)

(ki + 1) · tftd
tftd + k1 · (1− b+ b · Ld

Lavg
)

IDF (t) = log
N − dft + 0.5

dft + 0.5

Q: the query entered by the user;
d: the paragraph for which the relevance is de-

termined;
tftd: the number of occurrences of the token in

the paragraph;
dft: the number of paragraphs in the grammar

that contain the token;
N : the total number of paragraphs in the gram-

mar;
Ld: the number of tokens in the paragraph;
Lavg: the mean of the number of tokens for all

paragraphs.

4.2 BERT
Among many other NLP tasks, BERT can be used
to rank documents by relevance to a query: it as-
signs a vector to the query and to each paragraph

7https://github.com/dorianbrown/rank_bm25

from the document. The more relevant the query
and the paragraph are to each other, the greater the
cosine similarity is between them. For this paper,
the bert-base-multilingual-cased model8 was used,
which supports 104 languages.

Since creating sentence embeddings using BERT
and calculating the cosine similarity for each para-
graph has a greater algorithmic complexity than
BM25, in order to optimize the running time a deci-
sion was made to use the combined BM25 + BERT
reranking method, decribed in (Nogueira and Cho,
2019).

4.3 BM25 + BERT Reranking

The combined method is structured as follows: us-
ing a simpler ranking method (in our case, BM25),
n paragraphs relevant to the query are selected
from the document, and afterwards k paragraphs
(k < n) are selected from them using a more algo-
rithmically complex method (in our case, the BERT
embedder). When developing a search engine for
grammars, it was decided to use only BM25 and
the combined method, refraining from using BERT
without BM25, since a search engine, unlike algo-
rithms used for creating databases, works in real
time, and significant time delays after the user en-
ters a query are unacceptable.

5 A Solution to the Problem of
Multilinguality

Since the goal of this paper is to create a search
engine that is not exclusive to grammars written in
English, it is necessary to implement an algorithm
for automatically translating the user’s query from
English into other languages. Google Translate and
libraries based on it are not suitable for this task:
results for translating linguistic terms into other
languages are in most cases incorrect. For instance,
the term “reduplication” is translated from English
into German as “Verdoppelung” (“doubling”), not
“Reduplikation”.

Consequently, it was decided to use another
method of translating linguistic terms into different
languages: using Wikipedia.

The HTML code of the Wikipedia page called
“Reduplication” in English contains links to pages
about the same term in other languages. The
method for extracting page titles in the desired
language was implemented using the beautiful-

8https://huggingface.co/bert-base-multilingua
l-cased
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soup49 library. In addition to titles of articles, it
was decided to extract their summaries using the
Wikipedia10 library. Example: summary for the
term “Ergative case”11 in English (accessed 23 Feb.
2023):

In grammar, the ergative case (abbrevi-
ated ERG) is the grammatical case that
identifies a nominal phrase as the agent
of a transitive verb in ergative–absolutive
languages.

Using a summary as a query increases the like-
lihood of extracting a relevant paragraph from the
grammar, as it may contain words, linguistic terms,
and abbreviations that are often found in the con-
text of the term requested by the user: for instance,
the summary for the Wikipedia article “Ergative
case” contains the abbreviation “ERG” and related
terms “agent”, “transitive verb”, and “absolutive”.

Each summary is extracted from Wikipedia, to-
kenized, and lemmatized only once. The sum-
maries themselves and the lists of tokens corre-
sponding to them are saved in .json files in the
Grammars_Summaries folder in the repository.

6 Results

6.1 The Functionality of the Search Engine
In this section, the functionality of the search en-
gine will be demonstrated on the example of the
query “Plural” and a grammar of the Angami lan-
guage (McCabe, 1887). The BM25 algorithm re-
turns the five most relevant paragraphs from the
grammar; in the combined algorithm, BM25 se-
lects ten paragraphs and afterwards BERT selects
the five most relevant ones out of them. The ex-
tracted paragraphs are shown in Table 1. In this
particular case, the set of paragraphs selected by
the two methods is the same; however, the para-
graph containing the information about the most
common method for expressing the singular and
the plural in Angami (lack of marking) was placed
higher by BM25 than by the combined method.

The interface of the search engine application
is presented in Figure 1. The user is prompted to
select an algorithm from the top menu and enter
the name of the language and the desired linguistic
feature. The application returns the five most rele-
vant paragraphs from each grammar describing the

9https://pypi.org/project/beautifulsoup4/
10https://pypi.org/project/wikipedia/
11https://en.wikipedia.org/wiki/Ergative_case

Figure 1: The web interface of the search engine.

language. After every paragraph, its source pages
from the file with the grammar are displayed, in
order for the user to be able to instantly see the rele-
vant context and glosses with examples. The repos-
itory stores only a part of the grammars; the remain-
ing grammars are copied from the Google Drive
using the rclone12 script upon being requested by
the user.

The features currently available in the demo ver-
sion of the search engine are the following: Redu-
plication, Plural, Declension, Nominative case,
Ergative case, Absolutive case, Accusative case,
Word order. Any feature with its own page on
Wikipedia can potentially be integrated into the
functionality of the application.

The demo version supports extraction of char-
acteristics of the following languages: Samaritan
Aramaic, Lule, Angami, Javanese, Sangir, Pam-
pangan, Hawaiian, Albanian-Gheg, Karelian, Ti-
betan. Since for typological research entering the
language name should be non-mandatory, an addi-
tional option “All languages” has been added to the
interface.

6.2 A Qualitative Evaluation
The search engine has been tested on over 500
grammars written in some of the most spoken Eu-
ropean languages (English, German, French, Span-
ish, Italian, Russian, Dutch). The testing procedure
included extracting information on each of the lin-
guistic features available in the demo version from
each of the grammars.

While a quantitative evaluation of the search
engine (e. g. calculation of metrics) is difficult to

12https://rclone.org
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Rank BM25 BM25 + BERT Reranking
1 In these examples no inflections nor de-

scriptive words are em ployed to denote the
singular or plural.

The plural is the same as the third person
plural of the personal pronoun Hāko these.

2 The plural is the same as the third person
plural of the personal pronoun Hāko these.

As a general rule , however, when it is de-
sired to clearly mark the singular and plural,
the numeral adjective po = " one," is used
to denote the singular, and the suffix ko the
plural : I saw a dog in your house . Ā unki
nu tefüh po ngulé.

3 As a general rule , however, when it is de-
sired to clearly mark the singular and plural,
the numeral adjective po = " one," is used
to denote the singular, and the suffix ko the
plural : I saw a dog in your house . Ā unki
nu tefüh po ngulé.

In these examples no inflections nor de-
scriptive words are em ployed to denote the
singular or plural.

4 The reflexive pronoun " self," " myself," "
himself, " &c. , is ren dered by the word
the or tha . It is not declined, and has but
one form for the singular and plural I came
myself = A the vorwe.

The reflexive pronoun " self," " myself," "
himself, " &c. , is ren dered by the word
the or tha . It is not declined, and has but
one form for the singular and plural I came
myself = A the vorwe.

5 This section treats of nouns under the heads
"Gender," " Number " and " Case." I.-
GENDER .

This section treats of nouns under the heads
"Gender," " Number " and " Case." I.-
GENDER .

Table 1: Comparison of BM25 and BM25 + BERT Reranking on the example of the query “Plural” and the grammar
(McCabe, 1887).

conduct due to the fact that final feature extraction
is not performed, the empirical results show the
following:

(i) Readability of outputs with glosses leaves
room for improvement. This problem is mitigated
by outputting the source pages from the file with
the grammar. An example of an output with glosses
and the corresponding fragment of the source page
are given in Figure 2 and Figure 3 in Appendix A
respectively.

(ii) It is not the case that division of grammars
into paragraphs is optimal for all descriptive gram-
mars, since they lack common structure: para-
graphs that are overly long (containing large blocks
of glosses and examples) or overly short (contain-
ing only one of the terms from the query) occasion-
ally occur among the results. Outputting the source
pages partially mitigates this problem as well, since
the majority of the overly short paragraphs are titles
of sections and subsections in the descriptive gram-
mars. An example of an overly long output is given
in Figure 4, and an example of an overly short out-
put with its source page fragment is presented in

Figure 5 in Appendix A.

6.3 Coverage of Linguistic Features in
Wikipedia

In order to provide a quantitative evaluation of
Wikipedia as the basis of the search engine, we
took the list of linguistic features from The World
Atlas of Language Structures13 and manually
annotated their corresponding Wikipedia entries.
The titles of the entries were translated into
German, French, Spanish, Italian, Russian, and
Dutch using the Wikipedia14 library. Statistics on
the coverage of the linguistic features in Wikipedia
articles have been calculated for all seven lan-
guages. The result of the evaluation is given in
Table 2, and the table with the annotations (Cover-
age_of_linguistic_phenomena_in_Wikipedia.xlsx)
is available in the source code repository.

Table 2 shows that 34 features out of 192 have
their own Wikipedia entries in the English lan-
guage. Several features are expressed by a com-

13https://wals.info/
14https://pypi.org/project/wikipedia/
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Coverage Yes Partially No
German 22 131 39
French 18 124 50
Spanish 17 137 38
Italian 19 91 82

Russian 18 131 53
Dutch 14 127 51

Average 18 123.5 52.2
English 34 143 15

Table 2: Coverage of linguistic features in Wikipedia
articles (accessed 30 March 2023).

bination of Wikipedia entries instead of a single
one. For instance, feature 52A, Comitatives and
Instrumentals, is covered by three entries: Comi-
tative case, Instrumental case, and Instrumental-
comitative case. The average number of features
marked with “Yes” for the other six languages is
18 (only 52.9% of the corresponding number for
English), while the average number of missing fea-
tures for the six languages is 348% of the number
of missing features in the English Wikipedia.

Since the search engine outputs paragraphs and
leaves the final decision to the linguist, the limi-
tations on queries are less strict than for models
intended for final feature extraction. Consequently,
we introduce the third category, “Partially”, in order
to mitigate the imbalance: the linguistic features
belonging to it are more specific than the corre-
sponding articles. For example, feature 36A, The
Associative Plural, has no matching article in the
English Wikipedia and therefore corresponds to the
article with the title “Plural”.

The advantage of using Wikipedia is coverage of
linguistic features that are not present in WALS: for
instance, Assimilation, Aorist, Semelfactive, Mass
noun, Cardinal numeral, and Vowel harmony.

7 Conclusion

This paper presents a search engine web applica-
tion that allows automatic extraction of informa-
tion from grammars written in different languages
of the world. Two information extraction meth-
ods (classical BM25 and the combined method
based on BM25 + reranking with BERT) have been
compared to each other regarding the task of ex-
tracting linguistic information relevant to the user’s
query. The search algorithm has been integrated
with Wikipedia.

The implemented system makes it possible to get
an impression of the total complexity of the task
of automatic information extraction from scientific
publications and opens up the possibility for mas-
sive automated research in the field of linguistic
typology, facilitating the routine task of extract-
ing information from grammatical descriptions and
allowing researchers to direct the time to solving
problems that require advanced expertise.

Limitations

The work presented in the paper has potential limi-
tations. To begin with, particular attention should
be paid to normalization of terminology, which
varies in grammatical descriptions belonging to dif-
ferent scientific schools and eras. Furthermore, the
multilinguality of the system requires further de-
velopment: testing of the search engine was only
carried out for grammars written in some of the
most spoken European languages, due to grammars
in other languages being accessible in significantly
smaller quantities. Moreover, the performance of
the search engine can potentially be improved by
using a faster system (for instance, S3) rather than
accessing the Google Drive storage through rclone.
In addition, while using Wikipedia is a potential
solution to the problem of multilinguality, it is a
user-generated source, and using it may potentially
yield unexpected or unreliable results. Ultimately,
the graphical interface can be supplemented with
tools for collecting and analyzing user feedback.
To further improve user experience, it is planned
to carry out further testing of the system on ex-
perts conducting research in the field of linguistic
typology.

Ethics Statement

The dataset originally used for testing the search
engine partially consisted of grammars subject to
copyright. In order to avoid any form of copyright
infringement, we left only ten grammars in Google
Drive and in the source code repository. The gram-
mars are stored in the dataset solely for the purpose
of demonstrating the functionality of the search
engine. Each of the ten grammars is part of the
open-access set maintained by Språkbanken15, is at
least 100 years old, and is not subject to copyright.

15https://spraakbanken.gu.se/blogg/index.php/2
020/04/07/a-multilingual-annotated-corpus-of-wor
lds-natural-language-descriptions/
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Angāmi Nāgā Language: With a Vocabulary and Il-
lustrative Sentences. Superintendent of Government
Printing.

Rodrigo Nogueira and Kyunghyun Cho. 2019. Pas-
sage re-ranking with bert. arXiv preprint
arXiv:1901.04085.

Andrew Trotman, Xiangfei Jia, and Matt Crane. 2012.
Towards an efficient and effective search engine. In
OSIR@ SIGIR, pages 40–47.

Shafqat Mumtaz Virk, Lars Borin, Anju Saxena, and
Harald Hammarström. 2017. Automatic extraction
of typological linguistic features from descriptive
grammars. In Text, Speech, and Dialogue: 20th In-
ternational Conference, TSD 2017, Prague, Czech
Republic, August 27-31, 2017, Proceedings 20, pages
111–119. Springer.

Shafqat Mumtaz Virk, Daniel Foster, Azam Sheikh
Muhammad, and Raheela Saleem. 2021. A deep
learning system for automatic extraction of typologi-
cal linguistic information from descriptive grammars.
In Proceedings of the International Conference on
Recent Advances in Natural Language Processing
(RANLP 2021), pages 1480–1489.

Shafqat Mumtaz Virk, Harald Hammarström, Lars
Borin, Markus Forsberg, SK Wichmann, Maxim
Ionov, John P McCrae, Christian Chiarcos, Thierry
Declerck, Julia Bosque-Gil, et al. 2020. From linguis-
tic descriptions to language profiles. In Proceedings
of the 7th Workshop on Linked Data in Linguistics
(LDL-2020), pages 23–27.

Shafqat Mumtaz Virk, Azam Sheikh Muhammad, Lars
Borin, Muhammad Irfan Aslam, Saania Iqbal, and
Nazia Khurram. 2019. Exploiting frame-semantics
and frame-semantic parsing for automatic extraction
of typological information from descriptive gram-
mars of natural languages. In Proceedings of the In-
ternational Conference on Recent Advances in Natu-
ral Language Processing (RANLP 2019), pages 1247–
1256.

Michael Weiers. 2013. Die Sprache der Moghol
der Provinz Herat in Afghanistan: Sprachmaterial,
Grammatik, Wortliste, volume 49. Springer-Verlag.

A Output Examples

Figure 2, Figure 3, Figure 4, and Figure 5 show
examples of outputs of the search engine.

92

https://books.google.com/books?hl=en&lr=&id=mrITAAAAYAAJ&oi=fnd&pg=PA3&dq=Arte+y+vocabulario+de+la+lengua+lule+o+tonocot%C3%A9&ots=t8c0LkPK1X&sig=s7Z5CEN7T1XNxpBU3Q3d8iX4EV4
https://books.google.com/books?hl=en&lr=&id=mrITAAAAYAAJ&oi=fnd&pg=PA3&dq=Arte+y+vocabulario+de+la+lengua+lule+o+tonocot%C3%A9&ots=t8c0LkPK1X&sig=s7Z5CEN7T1XNxpBU3Q3d8iX4EV4
https://hal.science/hal-03435822/document
https://hal.science/hal-03435822/document
https://hal.science/hal-03435822/document
https://books.google.com/books?hl=en&lr=&id=IQ5REAAAQBAJ&oi=fnd&pg=PR5&dq=Haspelmath+et+alThe+world+atlas+of+language+structures.+Oxford:+Oxford+University+Press,+2005.&ots=7UqZgee8eT&sig=Cit91o3J27alL0qyEKyLjpJU3dk
https://books.google.com/books?hl=en&lr=&id=IQ5REAAAQBAJ&oi=fnd&pg=PR5&dq=Haspelmath+et+alThe+world+atlas+of+language+structures.+Oxford:+Oxford+University+Press,+2005.&ots=7UqZgee8eT&sig=Cit91o3J27alL0qyEKyLjpJU3dk
https://pure.mpg.de/rest/items/item_616550/component/file_616549/content
https://pure.mpg.de/rest/items/item_616550/component/file_616549/content
https://www.diva-portal.org/smash/record.jsf?pid=diva2:1198628
https://www.diva-portal.org/smash/record.jsf?pid=diva2:1198628
https://books.google.com/books?hl=en&lr=&id=Oq8eT9RNIqEC&oi=fnd&pg=PA1&dq=Outline+Grammar+of+the+Ang%7B%5C%3Da%7Dmi+N%7B%5C%3Da%7Dg%7B%5C%3Da%7D+Language:+With+a+Vocabulary+and+Illustrative+Sentences&ots=zqbMWnpcE3&sig=997od8E_ZM4vP8fO4P5FZZkAEfw
https://books.google.com/books?hl=en&lr=&id=Oq8eT9RNIqEC&oi=fnd&pg=PA1&dq=Outline+Grammar+of+the+Ang%7B%5C%3Da%7Dmi+N%7B%5C%3Da%7Dg%7B%5C%3Da%7D+Language:+With+a+Vocabulary+and+Illustrative+Sentences&ots=zqbMWnpcE3&sig=997od8E_ZM4vP8fO4P5FZZkAEfw
https://books.google.com/books?hl=en&lr=&id=Oq8eT9RNIqEC&oi=fnd&pg=PA1&dq=Outline+Grammar+of+the+Ang%7B%5C%3Da%7Dmi+N%7B%5C%3Da%7Dg%7B%5C%3Da%7D+Language:+With+a+Vocabulary+and+Illustrative+Sentences&ots=zqbMWnpcE3&sig=997od8E_ZM4vP8fO4P5FZZkAEfw
https://arxiv.org/abs/1901.04085
https://arxiv.org/abs/1901.04085
http://www.cs.otago.ac.nz/homepages/andrew/involvement/2012-SIGIR-OSIR.pdf#page=45
https://link.springer.com/chapter/10.1007/978-3-319-64206-2_13
https://link.springer.com/chapter/10.1007/978-3-319-64206-2_13
https://link.springer.com/chapter/10.1007/978-3-319-64206-2_13
https://aclanthology.org/2021.ranlp-1.166/
https://aclanthology.org/2021.ranlp-1.166/
https://aclanthology.org/2021.ranlp-1.166/
https://scholarlypublications.universiteitleiden.nl/access/item%3A3070131/view
https://scholarlypublications.universiteitleiden.nl/access/item%3A3070131/view
https://aclanthology.org/R19-1143/
https://aclanthology.org/R19-1143/
https://aclanthology.org/R19-1143/
https://aclanthology.org/R19-1143/
https://books.google.com/books?hl=en&lr=&id=Qc6IBwAAQBAJ&oi=fnd&pg=PA5&dq=Moghol,+Die+Sprache+der&ots=bGwSphtCz9&sig=SKF80RmqFWxohG0nQg0WKywzsWs
https://books.google.com/books?hl=en&lr=&id=Qc6IBwAAQBAJ&oi=fnd&pg=PA5&dq=Moghol,+Die+Sprache+der&ots=bGwSphtCz9&sig=SKF80RmqFWxohG0nQg0WKywzsWs
https://books.google.com/books?hl=en&lr=&id=Qc6IBwAAQBAJ&oi=fnd&pg=PA5&dq=Moghol,+Die+Sprache+der&ots=bGwSphtCz9&sig=SKF80RmqFWxohG0nQg0WKywzsWs


Figure 2: An example of an output with glosses. Query: Ergative case. Method: BM-25. Language: Basque.
Descriptive grammar: (Laka, 1996).

Figure 3: A fragment of a source page with glosses from a file with a grammar. Query: Ergative case. Method:
BM-25. Language: Basque. Descriptive grammar: (Laka, 1996).
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Figure 4: An example of an overly long output. Query: Plural. Method: BM-25. Language: Moghol. Descriptive
grammar: (Weiers, 2013).

Figure 5: An example of an overly short output with its source page. Query: Nominative case. Method: BM-25.
Language: Lule. Descriptive grammar: (de Cerdeña, 1877).
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