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Abstract

k-nearest-neighbor machine translation has
demonstrated remarkable improvements in ma-
chine translation quality by creating a datas-
tore of cached examples. However, these im-
provements have been limited to high-resource
language pairs, with large datastores, and re-
main a challenge for low-resource languages.
In this paper, we address this issue by com-
bining representations from multiple languages
into a single datastore. Our results consistently
demonstrate substantial improvements not only
in low-resource translation quality (up to +3.6
BLEU), but also for high-resource translation
quality (up to +0.5 BLEU). Our experiments
show that it is possible to create multilingual
datastores that are a quarter of the size, achiev-
ing a 5.3x speed improvement, by using linguis-
tic similarities for datastore creation.’

1 Introduction

Recently, semi-parametric approaches such as k-
nearest-neighbor machine translation (kNN-MT)
(Khandelwal et al., 2021) have attracted interest
due to a series of impressive results in language
modeling and machine translation (Guu et al.,
2018; Bapna and Firat, 2019; Khandelwal et al.,
2020). These techniques capitalize on information
retrieved from an extensive repository of translation
examples cached in a datastore. One of the most
important limitations of KNN-MT is that the extent
of quality improvements strongly depends on the
size of the datastore (Khandelwal et al., 2020, 2021;
Zhu et al., 2023). This dependence on datastore
size is problematic for low-resource languages and
the improvements that ANN-MT can offer in low-
resource settings are modest at best (Vardhan et al.,
2022). On the other hand, there are general meth-
ods that can improve low-resource performance,
such as transfer learning (Zoph et al., 2016; Kocmi

'We release our code at https://github.com/
davidstap/multilingual—-kNN-mt.
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and Bojar, 2018) and multilingual NMT (mNMT)
(Johnson et al., 2017; Arivazhagan et al., 2019;
Stap et al., 2023).

Preliminary findings on combining KNN-MT
with mNMT suggest that mNMT representations
generalize sufficiently well across languages to
make cross-lingual retrieval effective (Khandelwal
et al., 2021). However, its effectiveness for low-
resource languages remains an open question.

In this paper, we investigate to what extent
mNMT can be useful for improving low-resource
kKNN-MT translation quality. First, we experi-
ment with cross-lingual datastores from related
languages and find that low-resource languages
generally benefit from larger cross-lingual data-
stores. We then propose a simple yet effective
approach, multilingual kNN-MT, which uses mul-
tilingual datastores that are constructed by merg-
ing bilingual datastores. Our results show substan-
tial improvements for low-resource languages, and
also noticeable improvements for high-resource
languages. Finally, we show that it is possible to
create multilingual datastores that are significantly
smaller—thereby resulting in substantially faster
decoding times—by relying on linguistic similari-
ties when creating multilingual datastores.

2  k-nearest neighbor machine translation

KNN-MT combines a parametric component with
a nearest neighbor retrieval mechanism that al-
lows direct access to a datastore of cached ex-
amples (Khandelwal et al., 2021). The datastore
D consists of key-value pairs, where each key is
a translation context, i.e., decoder output repre-
sentation, f(x,y<¢), and the value is the corre-
sponding target token y;. At inference time, the
model searches the datastore to retrieve the set of
k nearest neighbors . Using their distances d(-)
to the current translation context, a retrieval dis-
tribution prnN (yt|y<t, x) is computed. The final
probability distribution is obtained by combining
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PNMT (Ye |y <t, %) and prnn (yely <, X).
3 Multilingual k-nearest-neighbor MT

Despite the potential benefits, the integration of
mNMT with kNN-MT has only been rarely ex-
plored. Using a datastore with English on the
source side improves performance for other source
languages (Khandelwal et al., 2021), but it is not
known to what extent this holds for low-resource
languages. Pre-trained multilingual language mod-
els can be used to build monolingual datastores of
a target language (Li et al., 2022), but the required
alignment training does not work for low-resource
languages due to data scarcity. Our goal is to im-
prove performance for low-resource languages by
constructing cross-lingual and multilingual datas-
tores. These datastores consist of keys generated
from mNMT representations, allowing semanti-
cally related sentences from different languages
to cluster together (Johnson et al., 2017; Escolano
et al., 2019).

3.1 Bilingual and cross-lingual datastores
A bilingual datastore is defined as follows:

Doy = {(f(%,5<t),u), Yy €y | (X, 5 € Be,ery) }s
(1

where bi-text data B /) originates from a single
source language / into target language ¢’. When
we use a bilingual datastore Dy 41 to augment the
translation direction of another source language
0* # { into target language ¢’, we call the datastore
cross-lingual. For instance, a Russian-English data-
store Dy en) may be used to enhance Belarusian-
English translation. An important advantage of
cross-lingual datastores is that they can be signifi-
cantly larger than their bilingual counterparts, and
therefore may result in better translation quality.

3.2 Multilingual datastores

Earlier work is limited to monolingual or bilingual
datastores (Khandelwal et al., 2021; Cai et al.,
2021; Li et al., 2022). In contrast, we create
multilingual datastores consisting of multiple
source languages, resulting in larger datastores.

We construct a multilingual datastoreD ;o
by considering a set of source languages Ly that
map to a target language ¢':

ID(LML,K’) = {(f(x7y<t)7yt)av:yt ey ‘ (X, y) € B(LML,Z’)}a
2

where B, ) = Uper,, Bewr) is the combined
data from all Lyy source languages into target .

To further align multilingual representations, we
learn a linear mapping between two languages. Our

goal is to let language ¢! more effectively query
from a ¢? datastore. For our training data T, we

include translation contexts from the ¢! datastore
D1 4y and the ¢? datastore D42 4y that correspond

to the same target sentence y and target token y;:

T = {(Dzﬂyl,),Dgz”,)) | i,jmaptoy: € (y € Bir,o,e))},
3
where B(Lm,f’) = {B(ﬁlll),B(gQ?g/)} is the com-
bined data from ¢! and ¢ into ¢'. Subsequently,
we minimize ming Y i, = ||T% — A’JI"él || using
the normal equation approach, where T}, and T},
originate from tuples of T. We then use A to map
a translation context from ¢! to ¢2. We also learn
the inverse relation, i.e., £2 to ¢!, and create an op-
timized multilingual datastore for ¢! by applying
the /2 to ¢! mapping prior to storing the datastore.

4 Experiments

4.1 Setup

The 418M parameter version of the M2M 100 mul-
tilingual translation model (Fan et al., 2021) is used
for all experiments. It is a Transformer (Vaswani
et al., 2017) with 24 layers, 16 heads and hidden
dimensionality of 1024 supporting 100 languages.

We conduct our experiments on the widely used
TED Talks corpus (Qi et al., 2018). We use the
train set to create datastores, the development set
for tuning kNN-MT hyperparameters, and the test
set to report results. We use 51 languages into
English, from 23 different language families, that
are supported by both TED and M2M100.

We use KNN-BOX (Zhu et al., 2023) for our
experiments. Following Khandelwal et al. (2021),
we tune the number of neighbors k € {16, 32,64},
interpolation A € {0.2,0.3,...,0.7} and softmax
temperature 7" € {10,100} hyperparameters on
the development set. We use a beam size of 5. We
evaluate our models using sacreBLEU (Post, 2018;
Papineni et al., 2002).”

4.2 Cross-lingual and multilingual datastores

We construct datastores for languages from three
M2M100 language groupings into English: Slavic
(12 languages), Germanic (5 languages), and Greek
(4 languages). We then generate translations for all
possible combinations of source language and data-
store, with the goal of investigating the potential of

Znrefs: 1 |case:mixed|eff:no|tok:13a|smooth:exp| version:2.3.1
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D base Dhe Dps Dy Dk Dk Des Duk Dy Dyt Dhg Dyl Dry Dig DPer  DawL
|D| 0 116K 146K 520K 683K 1.6M 2.7M 29M 3.3M 3.6M 4.7M 4.7M 5.6M 30.6M 86.4M 125M
be 19.2 20.9 20.5 20.9 20.8 21.0 21.5 22.4 21.4 21.3 21.3 21.3 21.7 23.1 22.2 22.5
bs 31.5 33.2 33.1 34.0 34.0 34.4 34.6 34.7 36.0 35.8 35.2 34.6 35.0 36.7 36.0 36.2
sl 24.9 26.4 26.4 27.3 27.0 27.6 27.9 27.9 28.3 28.4 27.9 28.1 28.2 29.2 29.2 29.5
mk 29.3 32.0 32.1 32.5 32.8 33.2 33.8 33.3 34.8 33.9 34.1 33.4 33.4 35.5 35.5 35.6
sk 28.4 [ 30.3° 30.5 31.5 31.4 3206 33.0 321 32.2 324 328 324 325 | 3471 336 341
cs 27.5 29.3 29.4 30.0 30.0 30.9 31.4 30.7 30.8 30.9 31.2 30.8 31.0 32.0 31.9 32.1
uk 24.7 26.6 27.0 27.4 27.6 27.9 28.3 29.1 28.5 28.3 28.8 28.3 28.9 29.9 29.6 29.7
hr 32.2 33.8 34.4 34.8 34.9 35.3 35.6 35.5 37.0 36.6 36.0 35.5 35.7 37.5 37.1 37.8
sr 30.7 32.2 32.7 33.3 33.6 33.8 34.2 34.0 35.2 35.9 34.8 34.3 34.6 36.3 35.7 36.5
bg 34.4 36.1 36.2 37.1 37.2 37.4 37.9 37.6 38.1 38.2 39.5 38.0 38.3 39.7 39.5 39.9
pl 21.1 22.6 22.8 23.4 23.5 23.8 24.1 23.9 24.0 24.1 24.5 25.0 24.3 25.4 25.4 25.4
ru 21.6 23.3 23.3 23.8 24.1 24.3 24.7 24.9 24.7 24.8 25.0 24.9 25.8 26.0 26.0 25.4
avg 27.1 28.9 29.0 29.7 29.7 30.2 30.6 30.5 30.9 30.9 30.9 30.6 30.8 32.1 31.8 32.1
D base | Dno  Dga  Dsv Dge D Dig  Der  DaLL D base | Dy,  Dhy Dyq Dei D Der  DawL
|D| 0 411K 1.2M 1.4M 4.5M 4.9M| 12M 86.4M 125M size 0 332K 544K 1.2M 3.5M| 5.6M 86.4M 125M
no 42.8 45.6 46.7 45.9 46.4 46.3 47.7 47.4 47.8 ka 10.8 14.7 12.7 12.8 12.9 15.2 14.4 15.2
"""da [ 740.0 | 43.1 44,5 433 44.0 440 | 45.5 45.0 45.7 __hy | 16.8 | 184 20.1 19.0 19.4 | 20.8 20.3 20.7
sV 37.3 39.6 40.4 41.0 40.8 40.8 41.8 42.1 42.0 sq 31.9 33.2 33.4 35.8 34.6 36.0 35.5 36.2
de 31.7 | 34.3 349 35.0 36.9 36.0| 37.1 37.2 37.3 el 32.6 | 34.8 353 35.8 38.3| 383 387 38.8
nl 31.9 33.9 34.4 34.6 35.2 36.2 36.1 36.0 36.3 avg 23.0 25.3 25.4 25.9 26.3 27.6 27.2 27.7
avg 36.7 39.3 40.2 40.0 40.7 40.7 41.7 41.5 41.8

Table 1: X—en BLEU scores for three language groupings: Slavic (top), Germanic (bottom left) and Greek (bottom right). We
display results for all combinations of translation directions and datastores D within each language grouping. (For brevity, we
write e.g. the Belarusian-English datastores as Dy, instead of D(pe,cny.) Datastore size is depicted as |D|. We refer to languages
for which |D| < 1M as low-resource languages. These languages are separated from high-resource languages by a dashed line.
We color the bilingual datastores on the diagonal grey. The three rightmost columns are multilingual datastores, built from
language grouping languages (D), bridge languages (Dgr), or all languages (DarL). BLEU scores obtained without ANN-MT
are listed in the column labeled base. We underline the best cross-lingual or bilingual results. Overal best scores are depicted in

bold.

cross-lingual datastores to improve low-resource
performance.

Additionally, we construct several multilingual
datastores:

D(aLLen): We created a comprehensive datas-
tore, integrating 51 languages that occur in both
TED and M2M100 into English, resulting in 1256M
entries.

DgRr,en): MNMT is typically English-centric,
i.e., English occurs on the source or target side in
the training data. M2M100 instead uses a set of
bridge languages, which leads to a greater cover-
age of direct translation directions. To align with
these languages, we additionally create a smaller
datastore of size 86.4M, consisting of 24 bridge
languages.

D(LG en): We investigate to what extent datastore
size can be further decreased. We hypothesize that
more similar multilingual representations result in
better cross-lingual retrieval, and that representa-
tions within the same language grouping are more
similar. In line with this, we create three multilin-
gual datastores consisting of all languages within a
language grouping: Slavic (datastore size 30.6M),
Germanic (datastore size 20M), and Greek (datas-
tore size 5.6M).

See Appendix A for more details on the datastores.

4.3 Results

Translation results for bilingual, cross-lingual, and
multilingual datastores are shown in Table 1.

Bilingual datastores work to a limited extent
We observe that bilingual datastores can bring
limited improvements in performance for low-
resource languages, even though their datastores
are small. For instance, low-resource languages
from the Slavic language grouping improve with
+2.3 BLEU on average. High-resource languages
have more improvements, e.g., the Slavic grouping
gains +4.5 BLEU on average.

Cross-lingual is better than bilingual In gen-
eral, low-resource languages benefit from cross-
lingual datastores. For instance, Belarusian-
English (be-en) with bilingual datastore (116K
instances) results in +1.7 BLEU, whereas
Belarusian-English with a substantially larger
Ukrainian-English (uk-en) datastore (2.9M in-
stances) leads to a further improvement of +1.5
BLEU. However, while datastore size and perfor-
mance do correlate’, the additional quality im-
provements can not be fully explained by the size
increase. For instance, Bosnian-English (bs-en)
augmented with a cross-lingual Croatian-English
(hr-en) datastore, which is only 60% of the size
of Russian-English (ru-en), leads to +1.0 BLEU
compared to using Russian-English. We conclude

3p = 0.88 with p < 0.001 for Slavic language grouping.
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that it is difficult to predict which cross-lingual
datastore will perform best.

In contrast, for high-resource languages it is al-
ways a better choice to use the bilingual datastore,
even when larger cross-lingual datastores are avail-
able. For instance, Serbian-English (sr-en) with
Serbian-English datastore of 3.6M tokens performs
better (35.9 BLEU) than Serbian-English with the
substantially larger cross-lingual datastore Russian-
English (5.6M tokens, 34.6 BLEU).

When considering cross-lingual datastores that
come from a more distant language family, using a
bilingual datastore leads to better results, even for
low-resource languages . Considering Georgian-
English (ka-en), the bilingual datastore improve-
ment (4-3.9 BLEU) is larger than the improvement
for its best cross-lingual datastore Greek-English
(el-en, +2.1 BLEU).*

Multilingual datastores perform best Since it
is unclear which cross-lingual datastore performs
best, we use as many languages as possible as
a first attempt. This results in our largest datas-
tore D(aLL en). Which has 125M entries. For al-
most all languages, except Russian-English (ru-
en), this leads to better results than bilingual data-
stores. Low-resource languages show the largest
improvements, where Bosnian-English (bs-en) has
the largest improvement of +3.6 BLEU compared
to bs-en datastore, or +0.7 BLEU compared to
the best cross-lingual datastore. A problem for
D(aLL,en) is slow inference speed, because kNN
lookup in a large datastore is expensive. When de-
creasing the datastore size by focusing on bridge
languages, we can construct a smaller datastore
of size 86.4M, but its results are worse in almost
all cases which is clearly reflected in the average
scores. Finally, we consider a datastore that is con-
structed using linguistic similarity. It consists of
languages from the same language grouping. We
observe that this multilingual datastore is on par
with the largest one, while significantly smaller,
which is clearly reflected in the averages. For some
languages, such as Belarusian-English (be-en) and
Bosnian-English (bs-en), this even brings improve-
ments of +0.6 BLEU and +0.5 BLEU compared
to using D(aLL en).- We emphasize that multilingual

*This is likely because the Greek language grouping com-
bines different families: Greek (el) is a Hellenic language,
whereas Georgian (ka) is from the Kartvelian language family.
Therefore, their representations likely have larger differences
than these of Bengali-English (be-en) and Ukrainian-English
(uk-en), which come from the same family.

D IT| Tee ATh A BLEU
Dseny 23K 205 20.4 —0.1
Dieny 95K 209 21.3 0.4
Dmkeny 73K 20.8 21.2 0.4

(kem 202K 219 213 0.3
Dseny 305K 215  21.7 0.2
Dikeny 347K 224 222 —0.2

(reny 359K 214 217 0.3
Diremy 417K 21.3  21.8 0.5
Dpgeny 431K 21.3  21.8 0.5

plemy 421K 21.3 221 0.8
Dimeny 533K 217  22.3 0.6
avg 201K 21.3 21.6 0.3
Dugey — 23.1 23.4 0.3

Table 2: be—en BLEU scores for Slavic grouping, with cross-
lingual mapping (ATh.) and without (Ty.). Training data size
for mapping is shown as |T|. Best results shown in bold.

datastores lead to best results for all languages we
tested, including higher-resource directions such
as Polish-English, (pl-en, +0.4 BLEU compared
to bilingual) and Ukrainian-English (uk-en, +0.8
BLEU).

Effectiveness of cross-lingual mapping We cre-
ated a cross-lingual mapping from Belarusian (be)
to other languages in the Slavic language group-
ing. We also created the inverse mapping, and
constructed a Slavic language grouping datastore
mapped to Belarusian representations.

Results are presented in Table 2. We observe that
generally, Belarusian-English (be-en) performance
is improved, especially for larger cross-lingual data-
stores such as Polish-English (pl-en, +0.8 BLEU).
For bs-en and uk-en the mapping results in a slight
quality decrease.’

4.4 Analysis

Which languages are used? We explore the lan-
guage origin of KANN-MT target token suggestions
when using D(App en) to augment the Norwegian-
English (no-en) translation direction. The top 15
origins with highest probability mass are shown in
Table 3. Surprisingly, despite consisting of only
5 out of 51 languages, the Germanic language
group accounts for 23.2% of the suggestions. This
helps to explain why Dy G n) performs on par with
D(ALL,en)» €ven though it is more than ten times
smaller. Full results are in Appendix B.

Multilingual datastore speed Using the smaller
datastore D(y g en) results in significantly faster de-

SThis can possibly be explained by the small data size (for
bs-en), and because uk-en and be-en are already relatively
well aligned, since uk-en is the best cross-lingual datastore for
be-en (see Table 4).
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D ‘ Dl Pobs Rmi
no-en 411K | 6.05% @ 0.34%
it-en 5.5M 5.74% 4.62%
fr-en 5.1IM 5.62% 4.29%
nl-en 4.9M 5.47% 4.06%
es-en 5.2M 5.31% 4.38%
de-en 4.7 4.92% 3.73%
he-en 5.7TM 4.88% 4.80%
bg-en 4.™ | 4.77% 3.95%
ro-en 4.8M 4.40% 4.05%
da-en 1.2M 3.64% 0.99%
el-en 3.5M 3.48% 2.96%
hr-en 3.3M 3.15% 2.73%
ru-en 5.6M 3.15% 4.71%
sr-en 3.6M 3.11% 3.02%
sv-en 1.4M 3.08% 1.18%

Table 3: Bilingual origins for the 15 datastore lan-
guages with the highest occurrence when augmenting
Norwegian-English (no-en) with multilingual datastore
D(ALL,en) datastore. D denotes bilingual datastore, and
|D| the corresponding size. Pyps are the observed origin
percentages when decoding on the no-en test set. Py
are the uniform origin percentages, when taking into
account the bilingual datastore sizes. Bold datastores
indicate that they are from the no-en language group-
ing, and underlined means they are a bridge language.
Darker colors indicate more probability mass.

coding speeds of up to 5.3x for Belarusian-English
(be-en) compared to using Dary en)- More results
are in Appendix C.

5 Conclusion

We have proposed a simple and effective approach
to enhance quality for low-resource languages in
KNN-MT. We augmented an mNMT model with
cross-lingual and multilingual datastores of related
and unrelated languages. We show that using mul-
tilingual datastores substantially improves trans-
lation quality for low-resource languages, while
high-resource languages also improve. We find
that by harnessing linguistic similarity, we can limit
multilingual datastore size while preserving quality
and significantly increasing inference speed. Fi-
nally, we show that by further aligning multilingual
representations, we can more effectively use cross-
lingual and multilingual datastores.
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Limitations

We use an mNMT model that is non-English-
centric, which may present limitations in the gener-
alizability of our multilingual kNN-MT results to
other multilingual settings such as English-centric.

A limitation of kNN-MT, which has become
the central focus of most subsequent kNN-MT re-
search, is the steep increase in decoding time in-
troduced by ANN-MT, as each decoding step re-
quires a computationally expensive nearest neigh-
bor search (Zheng et al., 2021; Martins et al.,
2022a,b; Yang et al., 2022; Meng et al., 2022; Jiang
et al., 2022).

While we built multilingual datastores using up
to 51 languages, we did not investigate to what ex-
tent even larger multilingual datastores can further
improve performance.

Broader Impact

Machine translation poses potential risks, such
as errors in translation. This risk is particularly
high for low-resource languages. Adding kNN-MT
likely decreases this risk, since translation qual-
ity improves. Using multilingual datastores likely
further decreases this risk.
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A Datastore information

We list information about all 51 datastores in Ta-
ble 4. Note that often, language family and lan-
guage grouping are consistent, i.e., all languages in
a language grouping are from the same language
family. However, there are some exceptions such
as the language grouping Greek, which includes
languages from the Hellenic, Kartvelian, Armenian,
and Albanian families.

B Multilingual datastore language origins

We show language origins for the no-en translation
direction augmented with a multilingual datastore
consisting of all 51 languages in Table 5. We track
the bilingual datastore origin of target token sug-
gestions from KNN-MT during inference on the test
set, and calculate the percentage based on the total
number of suggested tokens. It should be noted
that not all target token suggestions from ANN-MT
are included in the generated target sentence.

From Table 5 we observe that the distribution of
observed language origins generally follows a uni-
form distribution based on bilingual datastore size.
The largest outlier is the no-en datastore, which is
used for 6.05% of the generations, as opposed to
the 0.34% that would be expected from a uniform
distribution.

Additionally, we find that all five languages from
the Germanic datastore, to which no-en belongs,
are oversampled compared to the uniform distribu-
tion. This set of just five languages is responsible
for 23.2% of the matches.

Furthermore, we observe that datastores from
several bridge languages, including ar-en, pl-en, hu-
en, ko-en and ja-en, are undersampled compared
to the uniform expectation. This discrepancy can
likely be attributed to the fact that these languages
are relatively distant from Norwegian, resulting in
dissimilar representations.

C Multilingual datastore inference speed

We present multilingual datastore inference speeds
in Figure 1. We set k to 64, and present results for
all multilingual datastores, using a single source
language into English for each language group-
ing. We average results over 3 runs. We ob-
serve a clear trend: smaller datastores result in
substantially faster decoding times. For be-en,
using the Language Grouping instead of the All
multilingual datastore leads to a 5.3x speed im-
provement. For no-en and ka-en, the improvements
are 3.0x and 2.6x. In terms of quality, be-en im-
proves when using the Language Grouping datas-
tore (+0.6 BLEU), while no-en and ka-en have sim-
ilar performance (—0.1 BLEU and +0.0 BLEU).

Inference speed for multilingual datastores
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Figure 1: Inference speed for Greek, Germanic, Slavic,
Bridge, and All multilingual datastores. The x-axis
displays the datastore size (large to small), and the y-
axis shows the corresponding tokens per second. A clear
linear trend can be observed: smaller datastores result
in substantially faster decoding times.
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datastore size family grouping  script bridge M2M100 +kNN-MT diff

kk-en 84K Turkic Turkic Cyrillic 2.1 26 0.5
be-en 116K Slavic Slavic Cyrillic 19.2 209 1.7
bn-en 127K Indo-Aryan Indo Eastern-Nagari v/ 9.3 13.9 4.6
ms-en 132K  Malayo-Polyn. Malayo Latin 28.8 306 1.8
bs-en 146K  Slavic Slavic Latin 31.5 33.1 1.6
az-en 153K Turkic Turkic Cyrillic 8.8 10.0 1.2
ta-en 156K  Dravidian Indo Tamil v 0.4 09 0.5
ur-en 158K  Indo-Aryan Indo Arabic 14.4 16.9 2.5
mn-en 181K Mongolic Mongolic  Cyrillic 5.1 71 20
mr-en 241K Indo-Aryan Indo Devanagari 3.9 6.2 2.3
gl-en 254K  Romance Romance  Latin 32.4 340 1.6
et-en 280K  Uralic Uralic Latin 23.5 253 1.8
ka-en 332K  Kartvelian Greek Georgian 10.8 14.7 3.9
no-en 411K Germanic Germanic  Latin 42.8 45.6 2.8
hi-en 481K  Indo-Aryan Indo Devanagari v 17.9 23.3 54
sl-en 520K  Slavic Slavic Latin 24.9 273 24
hy-en 544K  Armeian Greek Armenian 16.8 20.1 3.3
my-en 558K  Sino-Tibetan Mongolic  Burmese 0.4 1.5 1.1
fi-en 623K  Uralic Uralic Latin v 21.0 228 1.8
mk-en 683K  Slavic Slavic Cyrillic 29.3 328 3.5
It-en 1.1M  Baltic Uralic Latin v 24.7 28.2 3.5
sq-en 1.2M  Albanian Greek Latin 31.9 35.8 3.9
da-en 1.2M  Germanic Germanic  Latin 40.0 44.5 4.5
pt-en 1.2M  Romance Romance  Latin v 38.9 42.0 3.1
sv-en 1.4M  Germanic Germanic  Latin v 37.3 41.0 3.7
sk-en 1.6M  Slavic Slavic Latin 28.4 32.6 4.2
id-en 2.3M  Malayo-Polyn. Malayo Latin v 29.1 325 34
th-en 2.6M  Kra-Dai Mongolic  Thai 2.3 8.5 6.2
cs-en 2.7TM  Slavic Slavic Latin 27.5 314 39
uk-en 29M  Slavic Slavic Cyrillic 24.7 29.1 44
hr-en 3.3M  Slavic Slavic Latin 32.2 370 4.8
el-en 3.5M  Hellenic Greek Greek v 32.6 38.3 5.7
sr-en 3.6M  Slavic Slavic Cyrillic 30.7 359 5.2
hu-en 3.9M  Uralic Uralic Latin v 23.3 26.8 3.5
fa-en 4.0M  Iranian Arabic Arabic v 22.7 276 49
de-en 4.5M  Germanic Germanic  Latin v 31.7 36.9 5.2
vi-en 4.6M  Vietic Chinese Latin v 23.7 272 3.5
bg-en 4.7M  Slavic Slavic Cyrillic 34.4 39.5 5.1
pl-en 4.7TM  Slavic Slavic Latin v 21.1 250 39
ro-en 4.8M  Romance Romance  Latin 30.6 354 4.8
nl-en 49M  Germanic Germanic  Latin v 31.9 36.2 4.3
tr-en 49M  Turkic Turkic Latin v 22.4 26.5 4.1
fr-en 5.1M  Romance Romance  Latin v 35.1 40.3 5.2
es-en 5.2M  Romance Romance  Latin v 36.6 419 5.3
zh-en 5.4M  Chinese Chinese Chinese v 16.3 20.2 3.9
ja-en 5.5M  Japonic Chinese Kanji v 10.6 13.5 2.9
it-en 5.5M  Romance Romance  Latin 33.4 384 5.0
ko-en 5.5M  Koreanic Chinese Hangul v 16.2 19.5 3.3
ru-en 5.6M  Slavic Slavic Cyrillic v 21.6 25.8 4.2
he-en 5.7M  Semitic Arabic Hebrew v 31.2 36.8 5.6
ar-en 5.8M  Arabic Arabic Arabic v 26.2 314 5.2
average 2.5M — - 23.4 27.0 3.6

total 125M  — — — — —

Table 4: Datastore information for all 51 languages into English that we use. Column grouping indicates language
grouping from M2M100. Column bridge indicates whether the language is a bridge language in M2M100. The
three final rows show BLEU scores for the base model (M2M100), augmented with ANN-MT (+kNN-MT), and
their difference (diff).
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D 2] Pobs Puni
no-en 411K [6.05%  0.34%
it-en 5.56M | 5.74%  4.62%
fr-en 5.1M | 5.62%  4.29%
nl-en 4.9M | 547%  4.06%
es-en 52M | 531% 4.38%
de-en 4.T™ | 4.92%  3.73%
he-en 5.7M | 4.88%  4.80%
bg-en 4.7 | 477%  3.95%
ro-en 4.8M | 440%  4.05%
da-en 1.2M  3.64% 0.99%
el-en 3.5M | 348%  2.96%
hr-en 3.3M  315% 2.73%
ru-en 5.6M @ 3.15% 4.71%
sr-en 3.6M  3.11% 3.02%
sv-en 1.4M = 3.08% 1.18%
vi-en 4.6M = 3.06%  3.84%
ar-en 5.8M « 3.05% @ 4.87%
pl-en 4.7  2.60% = 3.95%
cs-en 2. 7™M 2.35% 2.27%
hu-en 3.9M 2.34%  3.28%
tr-en 4.9M  221%  4.07%
id-en 2.3M  2.11% 1.90%
fa-en 4.1M 1.93%  3.39%
pt-en 1.2M 1.81% 1.03%
zh-en 5.4M 1.67% | 4.50%
ko-en 5.5M 1.66% = 4.63%
sk-en 1.6M 1.48% 1.36%
ja-en 5.5M 1.17% | 4.60%
sq-en 1.2M 1.00%  0.97%
mk-en 683K 0.83% 0.57%
It-en 1.1IM  0.78%  091%
sl-en 520K  0.55%  0.44%
fi-en 623K  048%  0.52%
th-en 2.6M  036%  2.20%
gl-en 254K  031%  0.21%
hy-en 544K  0.26%  0.45%
et-en 280K  0.20%  0.23%
hi-en 481K  0.19%  0.40%
bs-en 146K 0.14%  0.12%
ka-en 332K  0.14% 0.28%
my-en 558K  0.12%  0.47%
ms-en 132K 0.08%  0.11%
mr-en 241K 0.07%  0.20%
be-en 116K 0.07% 0.10%
ur-en 158K  0.05%  0.13%
bn-en 127K 0.04% 0.11%
mn-en 181K  0.04%  0.15%
ta-en 156K 0.03%  0.13%
az-en 153K 0.03% 0.13%
kk-en 84K 0.02%  0.07%

Table 5: Bilingual origins when augmenting no-en with
multilingual datastore D (a1 cn) datastore. D denotes
bilingual datastore, and | D| the corresponding size. Peps
are the observed origin percentages when decoding on
the no-en test set. P,y are the uniform origin percent-
ages, when taking into account the bilingual datastore
sizes. Bold datastores indicate that they are from the
no-en language grouping, and underlined means they
are a bridge language. Darker colors indicate more prob-

ability mass.
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