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Abstract
This work investigates the computational
expressivity of language models (LMs) based
on recurrent neural networks (RNNs). Siegel-
mann and Sontag (1992) famously showed that
RNNs with rational weights and hidden states
and unbounded computation time are Turing
complete. However, LMs define weightings
over strings in addition to just (unweighted)
language membership and the analysis of the
computational power of RNN LMs (RLMs)
should reflect this. We extend the Turing
completeness result to the probabilistic case,
showing how a rationally weighted RLM with
unbounded computation time can simulate any
deterministic probabilistic Turing machine
(PTM) with rationally weighted transitions.
Since, in practice, RLMs work in real-time,
processing a symbol at every time step, we
treat the above result as an upper bound on the
expressivity of RLMs. We also provide a lower
bound by showing that under the restriction to
real-time computation, such models can sim-
ulate deterministic real-time rational PTMs.

https://github.com/rycolab/
rnn-turing-completeness

1 Introduction

A language model (LM) is definitionally a
semimeasure1 over strings (Icard, 2020). Re-
cent advances in their capabilities, leading to the
widespread adoption of LMs, have sparked interest
in their theoretical properties and guarantees. Pre-
vious work has characterized modern architectures
such as recurrent neural networks (RNNs; Elman,
1990; Hochreiter and Schmidhuber, 1997) in terms
of the formal languages they can and cannot recog-
nize (Kleene, 1956; Minsky, 1967; Siegelmann and
Sontag, 1992; Merrill et al., 2020, inter alia). How-
ever, characterizing LMs as formal languages is, in
some sense, a category error because LMs encode
semimeasures over strings instead of deciding lan-
guage membership (Chen et al., 2018). In this work,
we thus offer another perspective on understand-
ing RNN LMs (RLMs) by asking: What classes

1Roughly, a semimeasure is a generalization of a probabil-
ity measure over strings such that the total measure may be
less than one.
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Figure 1: Roadmap through the paper showing relations
between different models of computation. A PTM is
a reformulation of the classic probabilistic Turing ma-
chine. A QPTM is a PTM with multiple rationally
weighted transition functions. A 2PDA is a probabilis-
tic two-tape pushdown automaton. A Σ−2PDA is a
2PDA that is deterministic in its output alphabet. An
RLM is a simple RNN LM. An εRLM is an RLM aug-
mented with an empty output symbol (ε). The prefix
“RD-” denotes deterministic real-time machines.

of semimeasures over strings can RLMs represent,
i.e., what is their computational expressivity?

The empirical capabilities of trained language
models have spurred a large field of work testing
their reasoning and linguistic abilities. However,
our theoretical understanding of what these models
are inherently capable of is still lacking (Deletang
et al., 2023). Connecting an LM architecture to
well-understood models of computation can help
us determine whether the architecture is able to
perform the sequences of computations required
to carry out an algorithmic task (Pérez et al., 2019).
Furthermore, connecting it to linguistic models
can tell us whether the architecture is capable
of correctly modeling the linguistic structure of
a sentence symbolically (Linzen et al., 2016).
Finally, characterizing the types of semimeasures
the architecture can represent allows us to make
more concrete claims about the abilities and
limitations of the architecture itself.
RLMs have set many important milestones in

language modeling and still hold the state of the
art in some important settings of natural language
processing (Qiu et al., 2020; Orvieto et al.,
2023). Moreover, despite the recent trend towards
the recurrence-free and, thus, parallelizable,

7011

mailto:fnowak@ethz.ch
mailto:asvete@ethz.ch
mailto:ryan.cotterell@inf.ethz.ch
mailto:leodu@cs.jhu.edu
https://github.com/rycolab/rnn-turing-completeness
https://github.com/rycolab/rnn-turing-completeness


transformer-based LMs (Vaswani et al., 2017),
elements of recurrence have found their way into
recent language models and RNNs themselves
have recently even been proposed as alternatives
or extensions to some high-performing models
(Peng et al., 2023; Orvieto et al., 2023; Zhou et al.,
2023). At a high level, RNNs work by maintaining
a hidden state encoding the processed string, much
like how formal models of computation such as
Turing machines process and store information.
This sequential nature has motivated the com-
parison of the computational power of RNNs to
that of various formal models of computation,
from simple models such as finite-state automata
(Kleene, 1956; Merrill et al., 2020) and counter
machines, all the way up to Turing machines and
related models (Minsky, 1967; Siegelmann and
Sontag, 1992; Weiss et al., 2018).

Precisely where RNNs end up on the hierarchy
of formal models of computation depends on the
specific formalization. In this work, we charac-
terize the computational power of RNNs in their
most permissive formalization, i.e., one that allows
RNNs to process and produce rational-valued
vectors and perform an unbounded number of com-
putational steps per input symbol by allowing them
to emit empty tokens, ε, in between words. Siegel-
mann and Sontag (1992) show that such RNNs can
simulate any deterministic Turing machine and are,
hence, Turing complete.2 While this sheds light
on the processing power of RNNs, their result is
not directly applicable to language modeling, as it
does not take into account the probability assigned
to the strings. By extending Siegelmann and
Sontag’s (1992) construction to the probabilistic
case, we provide first steps towards understanding
the expressive power of RLMs with rational
arithmetic. We show that RLMs with rational
weights and unbounded computation time can
compute exactly the same semimeasures over
strings as probabilistic Turing machines.

On one hand, rational arithmetic offers a reason-
ably faithful formalization of real-world models
in that computer scientists often analyze numerical
algorithms using such an idealization.3 However,

2Note that the restriction on the Turing machine of being
deterministic does not change the generated language since
any non-deterministic Turing machine has an equivalent deter-
ministic Turing machine, albeit with a potentially much longer
running time for a given string (Gill, 1974).

3In many cases even real arithmetic is assumed, e.g., when
theoretically analyzing optimization algorithms (Forst and
Hoffmann, 2010, Ch. 1).

on the other hand, the assumption of unbounded
computation time does represent a large departure
from realistic models. In practice, RLMs perform
a constant number of computational steps per
symbol, operating in a real-time setting (Weiss
et al., 2018). Therefore, we treat the above
result as an upper bound on the computational
power of recurrent RLMs. As a lower bound,
we study a second type of RLMs, restricting the
models to operate in real-time, which results in
a more fine-grained hierarchy of specific Turing
machine-like models equivalent to an RLM. We
hence characterize the expressivity of RLMs in
terms of classical computational models.

Our work offers a first step towards a com-
prehensive characterization of the expressivity
of RLMs in terms of the classes of probability
measures they can represent. In addition to
providing insights into the computational capacity
of RLMs, the work also follows the recent
exploration of the measure-theoretic foundations
of LMs (Welleck et al., 2020; Meister et al., 2023;
Du et al., 2023), while focusing on a particular
architecture. We conclude the paper by posing
several open questions on the exact position of
RLMs in the hierarchy of relevant computational
models. Fig. 1 shows a roadmap of the paper,
with the two types of RLMs of interest and their
relation to different formal computational models.

2 Preliminiaries

In this section, we build up the necessary defini-
tions and vocabulary for the rest of the paper.

2.1 Recurrent Neural Language Models

A formal language L is a subset of the Kleene clo-
sure Σ∗ of some finite non-empty set of symbols,
i.e., an alphabet, Σ. An element of Σ∗ is called
a string, y. Furthermore, ε denotes the empty
string. We assume throughout that ε /∈ Σ and
denote Σε

def
= Σ ∪ {ε}. A (discrete) semimeasure

over Σ∗ is a function µ : Σ∗ → [0, 1] such that∑
y∈Σ∗ µ (y) ≤ 1 (Bauwens, 2013; Icard, 2020).

If the semimeasure of all strings sums to one, i.e.,∑
y∈Σ∗ µ (y) = 1, then µ is called a probability

measure.4 A language model (LM) p is defined
as a semimeasure over Σ∗. If p is a probability
measure, we call it a tight language model.

4Note that our definition differs from Li and Vitányi’s
(2008) who instead define semimeasures over prefix strings.
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Most modern LMs are autoregressive, meaning
they define p (y) through conditional semimea-
sures of the next symbol given the string produced
so far and the measure of ending the string, i.e.,

p (y)
def
= p (EOS | y)

N∏

n=1

p (yn | y<n) (1)

where EOS denotes the special end-of-string
symbol, which specifies that the generation of a
string has halted. The inclusion of EOS allows (but
does not guarantee) a p defined autoregressively
to define a probability measure over Σ∗ (Du et al.,
2023). We will denote Σ

def
= Σ ∪ {EOS}.

We will use the following definition of an RNN.

Definition 2.1. A simple RNN R is an RNN with
the following hidden state update rule:

ht
def
= f (Uht−1 +Vr(yt) + b) (2)

where h0 is a vector in QD, D is the dimensional-
ity of the hidden state, r : Σ → QR is the symbol
representation function, R is the embedding dimen-
sion, b ∈ QD, U ∈ QD×D, and V ∈ QD×R. The
function f is the saturated sigmoid, defined as:

f (x)
def
=





0 if x < 0

x if x ∈ [0, 1]

1 if x > 1

(3)

Due to their sequential nature, RNNs have been
linked to formal models of computation such as
finite-state automata, pushdown automata (PDA),
and Turing machines under various formalizations
with different implications on computational power
(e.g., Siegelmann and Sontag, 1992; Hao et al.,
2018; Korsky and Berwick, 2019; Merrill, 2019;
Merrill et al., 2020; Hewitt et al., 2020, inter alia).
For example, if, instead of using the saturated
sigmoid, we assumed that f is a function that maps
to a finite set, this would result in RNNs that are
at most as expressive as finite-state automata (Min-
sky, 1967; Svete and Cotterell, 2023). Merrill et al.
(2020) study the computational power of saturated
RNNs by investigating the effect of asymptotically
large weights. Finally, Siegelmann and Sontag
(1992) assumes rational-valued arithmetic, which
is the convention we follow in this work.

An RNN specifies an LM by defining a condi-
tional probability measure over yt given y<t. Let
E ∈ Q|Σ|×D be an output matrix and R an RNN.
An RLM is an LM whose conditional probability

measures are defined by projecting Eht to the prob-
ability simplex ∆|Σ|−1 using a projection function
π : QD → ∆|Σ|−1:

p(yt | y<t) def
= π (Eht)yt (4)

When generating from an RLM, we assume
the next symbol is sampled according to the
probabilities defined by π (Eht) and is then
passed as the next input symbol back into the RNN
until EOS is generated.

2.2 Turing Machines
We use a reformulation of the classic defini-
tion of a probabilistic Turing machine similar to
Weihrauch’s (2000) Type-2 Turing machine.5

Definition 2.2. A probabilistic Turing machine
(PTM) is a two-tape machine specified by the 6-
tuple M = (Q,Σ,Γ, δ1, δ2, qι, qφ), where

• Q is a finite set of states;
• Σ and Γ are the input and tape alphabets, and
Γ includes the blank symbol ⊔;

• qι, qφ ∈ Q are initial and final states;
• δ{1,2} : Q × Γ → Q × Γ × Σε × {L,R,N}

are two transition functions, one of which is
chosen at random at each computation step.

The Turing machine defined above has two tapes.
The first is a working tape on which symbols from
the tape alphabet Γ can be read and written. The
second is an append-only output tape on which M
writes symbols of the output alphabet Σ. In the
beginning, both tapes are empty, i.e., the working
tape has only blank symbols ⊔, and the output tape
has only empty symbols ε. Starting in the initial
state qι, at any time step t, the machine samples one
of the two transition functions at random, each with
probability 1

2 , and applies it. A given transition can

be written as (q, γ)
y/d−−→ (q′, γ′), where q, q′ ∈

Q, γ, γ′ ∈ Γ, y ∈ Σε, and d ∈ {L,R,N}. The
semantics of such a transition is as follows: When
in state q and reading γ on the working tape, go
to state q′, write γ′ to the working tape, write y ∈
Σε to the output tape, and move the head on the
working tape by one symbol along the tape in the
direction d, that is, left (L), right (R), or stay in
place (N ).6 When y = ε, the machine simply does

5Note that our adding an additional tape does not increase
the power of the Turing machine (Sipser, 2013, Ch. 3).

6The stay-in-place operation is often added to make proofs
simpler but does not add expressivity (Sipser, 2013, Ch. 3).
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not write anything on the output tape. The machine
halts once it reaches the final state qφ. We call the
sequence of symbols y ∈ Σ∗ on the output tape at
that point the output of the machine.

Note that, once a transition function has been
chosen, since it is a function, the next transition is
uniquely determined by the current state q and the
current tape symbol γ under the read-write head.
In the following, we call a pair of (q, γ) ∈ Q× Γ
a configuration of M.

Remark 2.1. Given a probabilistic Turing machine
M as defined above, we can get the probability
of M halting and outputting a specific string y
by summing the probabilities of all halting paths7

through the machine that result in y being written
on the output tape (the probability of each path is
2−n, where n is the number of computation steps).

Remark 2.1 induces a semimeasure over the pos-
sible sequences y ∈ Σ∗ that a PTMM can output,
which we will call PM. That is, PM(y) is the
probability that M will halt with y as its output.

Remark 2.2. The notion of halting probability as
defined in Remark 2.1 has a counterpart in RLMs,
namely, the probability mass placed on all finite
strings generated (Icard, 2020). For details, see
Appendix A.

2.3 Pushdown Automata
We now move to another probabilistic computa-
tional model: The two-stack pushdown automaton.

Definition 2.3. A probabilistic two-stack push-
down automaton (2PDA) is a two-stack-machine
defined by the tuple P = (Q,Σ,Γ, δ, qι, qφ), where

• Q is a finite set of states;
• Σ and Γ are the input and stack alphabets,

and Γ includes the bottom-of-stack symbol ⊥;
• qι, qφ ∈ Q are the initial and final states;
• δ : Q×Γ×Σε×Q×Γ4

ε → Q is a transition
weighting function.

To make the connection to Turing machines
more straightforward, our definition of a 2PDA
assumes that its transitions depend on its cur-
rent state q and the top stack symbol of only the
first of the two stacks.8 We write transitions as
q
y,γ,γ1→γ3−−−−−−→

γ2→γ4
q′, for q, q′ ∈ Q, y ∈ Σε, γ ∈

7A path is a finite sequence of actions performed by a
computational model starting from an initial configuration. A
path is halting if it ends in a final state.

8This is without loss of generality; see Appendix B.

Γ, γ1, γ2, γ3, γ4,∈ Γε. Such a transition denotes
that the 2PDA in the state q with the symbol γ on
top of the first stack pops γ1 and γ2 from the first
and second stack, pushes γ3 and γ4 onto the stacks
and moves to state q′. At the same time, the 2PDA
consumes or emits (depending on the use-case) a
symbol from Σε.

Again we assume the rational weighting function
δ of a 2PDA is locally normalized over configu-
rations (q, γ) ∈ Q × Γ, where γ is the symbol
currently on the top of the first stack:

∑

y∈Σε,q′∈Q,
γ1,γ2,γ3,γ4∈Γε

δ

(
q
y,γ,γ1→γ3−−−−−−→

γ2→γ4
q′
)

= 1 (5)

A 2PDA starts at the initial state qι with both
stacks empty (only containing the symbol ⊥) and
then sequentially applies transitions according to
their probability given by δ. The automaton halts
when reaching the final state, qφ. The sequence of
the symbols output by the automaton concatenated
in the order of transitions taken constitutes the
output string.

A note on variants of computational models.
Our definition of a probabilistic Turing machine
differs from the traditional definition of mere lan-
guage acceptors in that they start from a starting
state qι and then iteratively apply probabilistic tran-
sitions to generate outputs y ∈ Σ∗, where each
specific y has a corresponding probability of being
produced. This is to simplify the comparison to
2PDA and to be able to interpret them as language
models in their own right.

Next, we define what it means for two proba-
bilistic models of computation to be equivalent.

Definition 2.4. We say that two probabilistic
computational models M1 and M2 are weakly
equivalent if, for any string y ∈ Σ∗, we have
PM1(y) = PM2(y). If, furthermore, there exists
a weight-preserving, yield-preserving9 bijection
between halting paths in the two models, they are
called strongly equivalent.10

3 An Upper Bound

In this section, we establish an upper bound on
the expressive power of RLMs by extending

9The yield of a path is the string it produces, i.e., the
sequence of symbols emitted by the actions on the path.

10We also lift this definition to classes of models (C1, C2),
which are called strongly equivalent if ∀M1 ∈ C1∃M2 ∈ C2

such that M1 and M2 are strongly equivalent, and vice versa.
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Siegelmann and Sontag’s (1992) result to the proba-
bilistic case of language models. Because we want
to upper bound the power of RLMs used in prac-
tice, we will start with a more unrealistic recurrent
LM which can output empty symbols (ε), which
we denote as εRLM. We first introduce a variant of
probabilistic Turing machines that can have an arbi-
trary (finite) number of rationally valued transition
functions and show that they are strongly equiva-
lent to 2PDA (Section 3.1). We then review Siegel-
mann and Sontag’s (1992) construction for the
unweighted case (Section 3.2). Finally, we extend
this construction to the probabilistic case by show-
ing how to simulate a 2PDA with an εRLM. We
conclude with the observation that this results in the
equivalence of PTMs and εRLMs (Section 3.3).

3.1 Rationally Weighted PTMs
This paper considers the expressive power of RNNs
with rational weights. To make the connection
to PTMs easier, it is helpful to define a more
general type of a PTM which, instead of sampling
between two equally probable transition functions,
can have any number of possible transitions at
a given computation step, each of which has a
rational probability of being applied.

Definition 3.1. A rational-valued probabilistic
Turing machine (QPTM) is a PTM whose transi-
tion weighting function is of the form:

δ : Q× Γ× Σε ×Q× Γ× {L,R,N} → Q (6)

In other words, for any current configuration, it
assigns a rational-valued probability in the inter-
val [0, 1] to each available transition. We require
that the probabilities are normalized over configu-
rations, that is, for all q ∈ Q, γ ∈ Γ:

∑

y∈Σε, q′∈Q,
γ′∈Γ, d∈{L,R,N}

δ

(
(q, γ)

y/d−−→ (q′, γ′)
)

= 1 (7)

The original construction by Siegelmann and Son-
tag (1992) uses unweighted 2PDA which are equiv-
alent to Turing machines (Hopcroft et al., 2001).
We now want to show that we can simulate a PTM
with an εRLM in the same way, that is via prob-
abilistic 2PDA as defined above. Therefore, we
first show that PTMs and probabilistic 2PDA are
also equivalent, in the following two propositions.

Proposition 3.1. PTMs and QPTMs are weakly
equivalent.

D

C

B

A

E

F

⊥

⊥

2PDA ⊢ A B C D E F ⊔ ⊔

TM

⊢ O U T ε

O,  U, T

ε ε ε ε

…

…

Figure 2: Simplified view of a 2PDA simulating a TM.

See Appendix C for the proof.

Theorem 3.1. QPTMs and 2PDA are strongly
equivalent.

Proof. The proof that any PTM has a strongly
equivalent 2PDA closely follows the proof that any
(unweighted) deterministic TM can be simulated by
a two-stack PDA (Thm. 8.13; Hopcroft et al., 2001).
The idea is to use the two stacks in tandem to simu-
late the TM’s infinite tape. The first stack contains
the symbols to the right of the TM’s head and the
top symbol on the first stack is the tape symbol un-
der the TM’s head. The second stack contains the
symbols to the left of the head. See Fig. 2 for a vi-
sualization. The extension to the probabilistic case,
using the introduced definitions of QPTMs and
2PDA, is straightforward; see Appendix D. ■

3.2 Simulating Unweighted TMs

Before we introduce the equivalence of the models
in the probabilistic case, we review the classical un-
weighed construction of an RNN simulating a TM
first introduced by Siegelmann and Sontag (1992)
and simplified by Chung and Siegelmann (2021).
Specifically, Siegelmann and Sontag (1992) show
that a simple RNN can encode a TM by simulating
a deterministic unweighted 2PDA.11 This 2PDA
takes an input string y and maps it to the output
M (y) given by the simulated Turing machine:

M (y)
def
=





true if M accepts y
false if M rejects y
undef if M does not halt on y

(8)

11Naturally, as Thm. 3.1 suggests, unweighted two-stack
PDAs are equivalent to unweighted TMs (Sipser, 2013).
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Given a deterministic unweighted 2PDA, the con-
struction defines an RNN that halts and stores the
acceptance of y by the 2PDA in a specific neuron
of the RNN, or never halts if M (y) = undef.

The crux of the construction lies in encoding the
content of a stack in a neuron.12 Importantly, the
encoding must be such that (i) the tops of the stacks
can easily be read and (ii) the encoding of the stack
can easily be updated upon popping off or pushing
onto the stack. This can, for example, be achieved
by mapping a (binary) string γ = γ1 . . . γN into
η (γ)

def
= 0.η (γN ) . . . η (γ1), where:13

η (γ)
def
=

{
1 if γ = 0

3 otherwise
(9)

Notice the opposite orientation of the two en-
codings: The top of the stack in γ is written
on the right-hand side while it is the left-most
digit in the numerical encoding which enables
easy updates to the encoding; with this, popping
γN = 0 can, for example, be performed by
computing f (10 · η (γ)− 1), popping γN = 1 by
computing f (10 · η (γ)− 3), pushing γ = 0 by
computing f

(
1
10 · η (γ) + 1

10

)
, and pushing γ = 1

by computing f
(

1
10 · η (γ) + 3

10

)
.14

Similarly, the current state of a 2PDA is stored
in a set of neurons keeping the one-hot encoding
of the state, which is updated by simulating the
transition function of the 2PDA. This can be
done by intersecting the states reachable from the
current configuration of the 2PDA and the states
reachable by the currently read symbol, the same
way as in the classical Minsky construction of a
simple RNN simulating a finite-state automaton
(Minsky, 1954). Because of the determinism of the
transition function, this results in a single possible
next state. The intersection can be implemented
using conjunction, which is possible using the
saturated sigmoid function.

12A neuron is a term of art for a component of the hidden
state vector.

13Note that the stack encoding defined by Siegelmann
and Sontag (1992) is somewhat different since it does not
use the base-ten but rather base-four encoding. To keep the
presentation simpler, we choose the base-ten one; the intuition
remains the same.

14Since we are using a simple RNN, the coefficient cannot
be chosen based on the current input. This is why all such
actions are performed in parallel (into individual processing
neurons). The result of the correct operation (based on the
input symbol and the current stack configuration) can then be
copied back into the stack neuron. This is why multiple RNN
update sub-steps are required.

With this, an RNN simulating a 2PDA can be
constructed by keeping a hidden state vector di-
vided into multiple sets of values, three of which
will be relevant for our extension: (1) Two stack
neurons, each representing a stack; (2) Two read-
out neurons, each encoding the symbols on top of
one of the stacks; (3) |Q| state neurons encoding
the current state of the 2PDA. The readout neurons
can be computed from the stack encodings η (γ1)
and η (γ2) similarly to how the stack encodings
are updated. See top of Fig. 3 for an illustration of
how these components can be used to determine the
quantities relevant to determining the next action of
the 2PDA. More details of the construction can be
found in Chung and Siegelmann (2021, Thm. 1).

h =




η (γ1)
Jtop (γ1)K
η (γ2)

Jtop (γ2)K
JqK
hd′

...
hD




Jtop (γ1), qK

E·Jtop (γ1), qK = p2PDA (· | top (γ1), q)

Figure 3: A schematic illustration of how the model
from Chung and Siegelmann (2021) stores the informa-
tion about the configuration of the 2PDA and how it
can be used to access the information needed for defin-
ing string probabilities. We denote with J·K the one-hot
encoding function of the input arguments. hd′ . . . hD
refer to the rest of the hidden state not directly relevant
for determining the configuration of the 2PDA.

Importantly, note that in this case, the RNN (and
the 2PDA) can be fully deterministic due to the
equivalence of deterministic and non-deterministic
unweighted TMs. They also do not have to consider
any ε-transitions or steps generating ε’s since there
is no generation in the sense of Section 2.3. These
two aspects will, however, require more attention
in the probabilistic case, which we discuss next.

3.3 Simulating PTMs
A TM can perform an unbounded number of
computational steps per output symbol. To account
for this with RLMs in the language modeling
setting, we extend their definition to one that
allows generating ε’s, effectively allowing RNNs
to perform computations without affecting the
output string (εRLM).
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Definition 3.2. An RLM with ε-transitions
(εRLM) is an RLM that can output ε-symbols.

More precisely, an εRLM defines a symbol rep-
resentation function r : Σε → QR and the output
matrix E ∈ Q|Σε|×D, where D and R are param-
eters depending on the 2PDA (Chung and Siegel-
mann, 2021), and Σε = Σ ∪ {ε}. The ε-symbols
represent empty substrings, so the final output of
the εRLM is the output string with ε’s removed.
Effectively, this gives an εRLM the possibility to
perform an arbitrary number of computations per
symbol of the string. With this additional gadget,
we are able to state our main result establishing
a close connection between PTMs and εRLMs.

On determinism. The construction we describe
in the following theorem requires that the next tran-
sition of the 2PDA is fully specified given the cur-
rent state (q, γ) and the (sampled) output symbol
from Σε.15 That is, the non-determinism of the
simulated 2PDA is constrained to the sampling
step of the RLM, meaning there can only be one
possible transition in the 2PDA per output sym-
bol. We call a 2PDA or QPTM that has this
property Σ-deterministic. Note that this is still
a non-deterministic automaton; see Def. 4.1.

Theorem 3.2 (Informal). For every Σ-
deterministic probabilistic 2PDA, there is a
strongly equivalent εRLM.

Rough idea. Given a Σ-deterministic 2PDA P ,
we design an εRLM R that simulates P by
executing its transitions and hence defining the
same semimeasure over strings. We use the LM
controller from Chung and Siegelmann (2021)
(with the same definitions of the parameters U, V,
and b), as it conveniently models the transitions
of P and exposes the parts of its configuration
required to define the transition (and with it the
string) probabilities. Note the additional ε’s do
not change the construction. This leaves us with
the task of appropriately defining the output matrix
E. Exposing the symbols on the top of the stacks,
top (γ1) and top (γ2), and the current state q of
P in ht (cf. Fig. 3) allow us to easily access the
appropriate probabilities encoded in the output

15Note that this does not make the resulting 2PDA
unambiguous in the sense that any given string can only be
produced one way. There is still the potential for ambiguity
because, in a given configuration, the 2PDA could either
produce a certain symbol y, or it could move to a different
configuration via an ε-transtion and then produce the same
symbol y via a different transition.

matrix E. Note that due to the Σ-determinism of
P , a single pair of the stack symbol and the current
state (top (γ1) , q) determines the conditional
probability measure over the next symbol.16 More
precisely, we define E ∈ Q|Σε|×|Γε||Q| which
maps the one-hot encoding of the pair (γ, q) to a
|Σε|-dimensional vector of probabilities over the
next symbol.17 To achieve that, simply let Ey,(γ,q)

correspond to δ
(
q
y,γ,◦→◦−−−−−→

◦→◦
◦
)

, where we index

the output matrix directly with the elements for
cleaner notation.18 Denoting with Jγ, qK the
one-hot encoding of the tuple (γ, q), the vectors
EJγ, qK represent semimeasures over Σε, and π
can be set to the identity function.19 Considering
that R directly simulates all possible paths of P ,
it is easy to see that R generates a string y with a
sequence of actions if and only if P generates it as
well. Moreover, the encoding of the probabilities
in E means that the probabilities of the action
sequences are always the same. ■

A formal statement of the theorem is given in Ap-
pendix E. We provide a proof where we show that
the correspondence between the paths produced by
Chung and Siegelmann’s (2021) construction and
the definition of E as described above results in a
trivial weight- and yield-preserving mapping be-
tween the paths of the 2PDA P and the εRLM
R that simulates it. Together, this shows that
the two machines are strongly equivalent.20 This
construction is implemented in https://github.
com/rycolab/rnn-turing-completeness.

Finally, we can show that the expressivity of
εRLMs is bounded from above by that of a 2PDA.

16Recall that the target configuration of P depends only on
the top symbol of the first stack, γ def

= top (γ1).
17One-hot encodings of the state-stack symbol pairs can be

obtained by applying the RNN update (sub-)step in which the
nonlinearity is used to implement conjunction. This adds an-
other sub-step to the simulation of the full 2PDA update step.

18Again, due to the assumed determinism, the elements
with ◦ are irrelevant for the weights.

19The identity function is generally not a projection function
onto the probability simplex. However, since its inputs in this
case already lie on the probability simplex, its use is possible.
More generally, we could use the sparsemax function (Martins
and Astudillo, 2016), which acts like the identity function on
the probability simplex. Alternatively, we could use the more
popular softmax function and set the entries of E to the log-
arithms of the original probabilities (defining log 0

def
= −∞).

20Note that the bijection between paths is trivial in the
case of a real-time Σ-deterministic 2PDA because there is no
ambiguity over output symbols for any given configuration.
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Proposition 3.2. Every εRLM has a weakly equiv-
alent 2PDA.

Proof. For the proof, see Appendix G. ■

4 A Lower Bound

While Thm. 3.2 establishes a concrete result on
the expressive power of εRLMs, the result follows
from somewhat unrealistic assumptions, namely
rationally weighted networks and unbounded
computation time. We contend the first assumption
is a reasonable approximation, since even for
small neural networks the number of expressible
states can be large; assuming double precision
floating point numbers, an RNN can yield as many
as 264·D different states, where D is the number
of neurons.21 However, RLMs used in practice
operate in real-time, outputting a symbol at every
computation step. To make our analysis closer to
this use case, in this section, we develop a lower
bound on the expressivity of an RLM under the
real-time restriction while still allowing rational
arithmetic operations.

4.1 Real-time RLMs

Now, we switch back to studying the more common
RLM with an RNN controller based on Def. 2.1.
Firstly, note that the class of RLMs is a subset of
the class of εRLMs:

Proposition 4.1. For every RLM there exists a
strongly equivalent εRLM.

Proof. This result follows trivially from Def. 3.2:
An RLM is simply an εRLM that always assigns
probability 0 to outputting ε. ■

4.2 Real-time Deterministic 2PDA

The lack of ε-transitions requires the properties of
the simulated model to change: As in Thm. 3.2,
the RNN construction requires that there is
only one transition for every output symbol and
configuration. Previously, this was done by
imposing Σ-determinism, where non-determinism
over symbols at a given time step can be reintro-
duced by delaying transitions through the use of
additional ε-transitions, which is not possible here.
In fact, the lack of ε’s and binarization means
the resulting PDA has to be not just real-time,

21To use the state space with limited precision more
effectively, one could add more stack-encoding neurons or
choose more efficient encodings of the stack contents.

but also deterministic. We define such a 2PDA
analogously to the single stack case:22

Definition 4.1. A 2PDA is deterministic if:

• For any current state q ∈ Q, current top stack
symbol γ ∈ Γ, and a given output symbol
y ∈ Σε, there is at most one transition with
non-zero probability.

• If, in a given computation step, the weight of
an ε-transition is non-zero, then its weight is
1 and the weight of all other transitions is 0.

If δ(q, ε, γ) = 0 for all q ∈ Q, γ ∈ Γ then we say
it is a real-time deterministic probabilistic 2PDA
(RD−2PDA).

Corollary 4.1. RLMs can simulate RD−2PDA.

Proof. This follows directly from Thm. 3.2 since
an RD−2PDA is just a special case of the 2PDA
without ε-transitions which is exactly the restric-
tion imposed on the RLM. ■

4.3 Real-time Deterministic QPTM

As before, we want to connect the RLM with the
better-understood PTM. To do so, we introduce
a new class of rationally weighted PTMs that are
deterministic and operate in real-time.

Definition 4.2. A QPTM is deterministic if, for
any configuration q, γ ∈ Q × Γ, and any symbol
y ∈ Σε, there is at most one transition starting
at that configuration and emitting y with non-zero
probability. Furthermore, if there is a transition
starting in (q, γ) outputting ε with non-zero
probability, it must be the only possible transition
in that configuration. If there are no ε-transitions
with non-zero probability at all, then it is called
real-time (RD−QPTM).

Corollary 4.2. RD−QPTMs are strongly equiva-
lent to RD−2PDA.

Proof. This directly follows from Thm. 3.1
because RD−QPTMs are a special case of general
QPTMs. ■

The resulting Turing machine that our RLM
can simulate is now strictly less expressive than
the original PTM. See Appendix F for the proof.
Hence, our lower bound is strictly less powerful
than the upper bound.

22Real-time deterministic PDA have previously been inves-
tigated (Harrison and Havel, 1972; Pittl and Yehudai, 1983,
inter alia), but to the authors’ knowledge, this has not been
extended to the two-stack case.
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5 Open Questions

This work establishes upper and lower bounds on
the expressive power of RLMs. While this shows
how powerful RLMs can be, the bounds do not
completely and precisely characterize the models
of interest. A natural question for follow-up work
is, therefore, the following.

Open Question 5.1. What is the exact computa-
tional power of a rationally weighted RLM?

While we do not answer this question defini-
tively, we hope that the steps and framework
outlined here help follow-up work to establish
more precise descriptions of LMs in general, be
it in the form of RNNs or other architectures.
Furthermore, in this work, we have introduced
novel models of probabilistic computation
(RD−2PDA,RD−QPTM) that prove useful for
describing RLMs in a formal setting due to the
close connection between their dynamics and those
of RNNs. We also provide a preliminary analysis
of the concrete computational power of the novel
models. For example, in Appendix F, we provide
an example of a language that can be generated
by a QPTM but not by its real-time deterministic
counterpart, thereby showing that the former is
more powerful than the latter. However, we leave
a more precise characterization of their expressive
power to future work, specifically.

Open Question 5.2. What is the relation-
ship between deterministic QPTMs and non-
deterministic devices lower on the hierarchy of
computational models, e.g., non-deterministic prob-
abilistic finite-state automata which cannot be
represented by deterministic finite-state automata
(Mohri, 1997; Buchsbaum et al., 2000)?

Open Question 5.3. Are the εRLM introduced
in Def. 3.2 weakly equivalent to non-deterministic
QPTMs without the need to introduce two
different types of ε symbol to store the direction
of the head in the outputs?

6 Discussion and Conclusion

The widespread deployment of LMs in more and
more far-reaching applications motivates a pre-
cise theoretical understanding of their abilities and
shortcomings. In this paper, we show that tools
from formal language theory, namely, probabilis-
tic Turing machines and their extensions, offer a
fruitful means of investigating those abilities by

allowing us to directly characterize the classes of
(probabilistic) languages LMs can represent.

Concretely, we place two different formaliza-
tions of RLMs into the framework of probabilistic
Turing machines, thus characterizing their com-
putational power. To connect our results with the
bigger picture of understanding RLMs, consider
again Fig. 1. The upper part of Fig. 1 (left to
right) expresses the equivalence of PTMs, their
rationally valued equivalent and probabilistic
two-stack PDAs. These provide an upper bound
for Σ-deterministic 2PDA, which are 2PDA that
are deterministic in their output alphabet. These in
turn can be simulated by RLMs that can output ε,
allowing the model to perform an unbounded num-
ber of computations in between outputting output
tokens. In Appendix G, we show that any εRLM
is weakly equivalent to some 2PDA, meaning the
expressivity of εRLM is upper-bounded by that
of 2PDA. The lower half of the Fig. 1 shows the
results on the more realistic real-time RLMs with
rational weight. We show that such models match
the expressive power of real-time probabilistic
Turing machines with rational weights (lower
left) through their correspondence to real-time
deterministic probabilistic 2-stack PDAs (lower
right). These results provide a set of first insights
into the modeling power of modern language
models and hopefully provide a starting point for
the investigation of other modern architectures,
such as transformers (Vaswani et al., 2017).

Limitations

Here, we list several points of our analysis that
we consider limiting. Similarly to Siegelmann and
Sontag (1992), all our results assume the RLMs to
have rationally valued weights and hidden states,
which is not the case for RLMs implemented in
practice. It remains to be shown if the bounded pre-
cision in practical implementations proves to be too
restrictive for the LMs to learn to solve algorithmic
problems. The upper bound result additionally as-
sumes that computation time is unbounded, which
is a departure from how RNNs function in practice.
It is not clear how an RNN could be trained in a
non-real-time manner, or if that would actually lead
to better results on any of the standard NLP tasks.

Importantly, note that the lower bound result
is likely not tight, as, we only show the ability of
RLMs to simulate a specific computational model
(namely, RD−QPTMs). There might be more

7019



expressive models that can also be simulated by
RLMs. In general, the results presented are the-
oretical in nature and not necessarily a practically
efficient way of simulating Turing machines. More-
over, we do not suggest that trained RNNs in prac-
tice actually implement such mechanisms, but only
that they are theoretically capable of doing it; The
construction thus serves the specific purpose of the-
oretically simulating PTMs and does not naturally
extend to training and inference outside of prob-
lems specifically designed for Turing machines.
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2019. On the Turing completeness of modern neural
network architectures. In International Conference
on Learning Representations.

XiPeng Qiu, TianXiang Sun, YiGe Xu, YunFan Shao,
Ning Dai, and XuanJing Huang. 2020. Pre-trained
models for natural language processing: A survey.
Science China Technological Sciences, 63(10):1872–
1897.

Michael O. Rabin. 1963. Real time computation. Israel
Journal of Mathematics, 1(4):203–211.

Arnold L. Rosenberg. 1967. Real-time definable lan-
guages. Journal of the ACM, 14(4):645–662.

Daniel M. Roy. 2011. Computability, Inference and
Modeling in Probabilistic Programming. Ph.D. the-
sis, Massachusetts Institute of Technology, USA.
AAI0823858.

Hava T. Siegelmann and Eduardo D. Sontag. 1992. On
the computational power of neural nets. In Proceed-
ings of the Fifth Annual Workshop on Computational
Learning Theory, COLT ’92, page 440–449, New
York, NY, USA. Association for Computing Machin-
ery.

Michael Sipser. 2013. Introduction to the Theory of
Computation, 3 edition. Cengage Learning.

Anej Svete and Ryan Cotterell. 2023. Recurrent neu-
ral language models as probabilistic finite-state au-
tomata. arXiv preprint arXiv:2310.05161.

Kohtaro Tadaki, Tomoyuki Yamakami, and Jack C.H.
Lin. 2010. Theory of one-tape linear-time Turing
machines. Theoretical Computer Science, 411(1):22–
43.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in Neural Information Pro-
cessing Systems, volume 30. Curran Associates, Inc.

Klaus Weihrauch. 2000. Computable Analysis - An
Introduction. Texts in Theoretical Computer Science.
An EATCS Series. Springer.

Gail Weiss, Yoav Goldberg, and Eran Yahav. 2018. On
the practical computational power of finite precision
RNNs for language recognition. In Proceedings
of the 56th Annual Meeting of the Association for
Computational Linguistics (Volume 2: Short Papers),
pages 740–745, Melbourne, Australia. Association
for Computational Linguistics.

7021

https://www.sciencedirect.com/science/article/abs/pii/S002224961930166X
https://www.sciencedirect.com/science/article/abs/pii/S002224961930166X
https://doi.org/doi:10.1515/9781400882618-002
https://doi.org/doi:10.1515/9781400882618-002
https://dl.acm.org/doi/10.5555/540196
https://dl.acm.org/doi/10.5555/540196
http://arxiv.org/abs/1906.06349
https://doi.org/10.1007/978-0-387-49820-1
https://doi.org/10.1007/978-0-387-49820-1
https://doi.org/10.1162/tacl_a_00115
https://doi.org/10.1162/tacl_a_00115
https://proceedings.mlr.press/v48/martins16
https://proceedings.mlr.press/v48/martins16
https://doi.org/10.1162/tacl_a_00536
https://doi.org/10.18653/v1/W19-3901
https://doi.org/10.18653/v1/W19-3901
https://doi.org/10.18653/v1/2020.acl-main.43
https://dl.acm.org/doi/book/10.5555/1095587
https://dl.acm.org/doi/book/10.5555/1095587
https://www.proquest.com/docview/301998727?parentSessionId=tt6FtxLC54LAeBn4iwlPCmf7YomIxumldfOoWkNvHtM%3D
https://www.proquest.com/docview/301998727?parentSessionId=tt6FtxLC54LAeBn4iwlPCmf7YomIxumldfOoWkNvHtM%3D
https://aclanthology.org/J97-2003
https://aclanthology.org/J97-2003
http://arxiv.org/abs/2303.06349
http://arxiv.org/abs/2303.06349
http://arxiv.org/abs/2305.13048
http://arxiv.org/abs/2305.13048
https://doi.org/https://doi.org/10.1016/0304-3975(83)90138-X
https://doi.org/https://doi.org/10.1016/0304-3975(83)90138-X
https://doi.org/https://doi.org/10.1016/0304-3975(83)90138-X
https://openreview.net/forum?id=HyGBdo0qFm
https://openreview.net/forum?id=HyGBdo0qFm
https://doi.org/10.1007/s11431-020-1647-3
https://doi.org/10.1007/s11431-020-1647-3
https://doi.org/10.1007/BF02759719
https://doi.org/10.1145/321420.321423
https://doi.org/10.1145/321420.321423
https://dl.acm.org/doi/10.5555/2395650
https://dl.acm.org/doi/10.5555/2395650
https://doi.org/10.1145/130385.130432
https://doi.org/10.1145/130385.130432
https://www.cengage.uk/c/introduction-to-the-theory-of-computation-3e-sipser/9781133187790/
https://www.cengage.uk/c/introduction-to-the-theory-of-computation-3e-sipser/9781133187790/
http://arxiv.org/abs/2310.05161
http://arxiv.org/abs/2310.05161
http://arxiv.org/abs/2310.05161
https://doi.org/https://doi.org/10.1016/j.tcs.2009.08.031
https://doi.org/https://doi.org/10.1016/j.tcs.2009.08.031
https://proceedings.neurips.cc/paper_files/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://doi.org/10.1007/978-3-642-56999-9
https://doi.org/10.1007/978-3-642-56999-9


Sean Welleck, Ilia Kulikov, Jaedeok Kim,
Richard Yuanzhe Pang, and Kyunghyun Cho.
2020. Consistency of a recurrent language model
with respect to incomplete decoding. In Proceedings
of the 2020 Conference on Empirical Methods in
Natural Language Processing (EMNLP), pages
5553–5568, Online. Association for Computational
Linguistics.

Wangchunshu Zhou, Yuchen Eleanor Jiang, Peng Cui,
Tiannan Wang, Zhenxin Xiao, Yifan Hou, Ryan Cot-
terell, and Mrinmaya Sachan. 2023. RecurrentGPT:
Interactive generation of (arbitrarily) long text. arXiv
preprint arXiv:2305.13304.

7022

https://doi.org/10.18653/v1/P18-2117
https://doi.org/10.18653/v1/P18-2117
https://doi.org/10.18653/v1/P18-2117
https://doi.org/10.18653/v1/2020.emnlp-main.448
https://doi.org/10.18653/v1/2020.emnlp-main.448
http://arxiv.org/abs/2305.13304
http://arxiv.org/abs/2305.13304


A Halting Probability and RLM

As discussed in remark 2.1, the halting probability of a PTM is defined as the sum of the probabilities of
all halting paths, i.e., paths that end with qφ. Note that EOS in a RLM and the final state qφ in a PTM are
similar constructs, and so we can consider a similar notion for RLM.

We first see how the corresponding notion of halting probability arises in the context of RLM. While it
is possible to define a probability measure over Σ∗ with the autoregressive parameterization as in Eq. (1),
not all semimeasures defined by Eq. (1) are probability measures over Σ∗. For example, in the definition
of RLM (Section 2.1), if we pathologically choose a projection function π such that it always places
zero probability on EOS, we would end up with a semimeasure that places 0 probability on Σ∗.23 In fact,
Eq. (1) defines a probability measure over the set of finite and infinite strings: Σ∗ ∪ Σ∞. Under this
formulation, the halting probability of an RLM is the probability mass placed on the set of finite strings,
Σ∗.24 We recognize that a similar situation exists in the case of a PTM, where the non-halting trajectories
are infinite sequences that can be considered as elements of {0, 1}∞.25

In trying to measure the probability mass placed on the set Σ∗ within Σ∗∪Σ∞, we first need to define an
appropriate probability measure over Σ∗ ∪Σ∞. However, defining probability measures over uncountable
sets such as Σ∞ or {0, 1}∞ raises nontrivial difficulties. As a simple illustration, consider an infinite fair
coin toss. The sample space for this semimeasure is {H, T}∞. Clearly, each single infinite event (a binary
string ω) has probability (12)

∞ = 0. However, treating uncountable semimeasures carelessly would result
in the following paradox:

1 = p({H, T}∞) = p


 ⋃

ω∈{H,T}∞
{ω}


 =

∑

ω∈{H,T}∞
p({ω}) =

∑

ω∈{H,T}∞
0

?
= 0 (10)

For reasons like this, a rigorous discussion of PTM (Roy, 2011) or RLM (Du et al., 2023) will involve a
modicum of measure theory and typically starts with defining the appropriate σ-algebra. In this work,
we find that introducing such technical machinery obscures our purposes and we therefore intentionally
omitted them. For a rigorous discussion on the corresponding definition of halting probability in RLMs
and more general autoregressive models, see Du et al. (2023).

B Versions of Probabilistic Two-stack Pushdown Automata

In our work, we use an adaptation of the traditional two-stack PDA whose transition function depends
only on the top symbol of one of the stacks (and the current state), whereas usually the top symbols of
both stacks are taken into account. This setup follows the proof by (Hopcroft et al., 2001) but warrants
additional justification when applied to the probabilistic case.

Proposition B.1. A 2PDA whose transition weighting function depends on the top symbol of both stacks
can be simulated by a 2PDA whose transition function depends only on the top symbol of the first stack.

Proof. ( =⇒ ) Let P1 be a 2PDA whose transition function has the form δ : Q×Γ2×Σε×Q×Γ4 → Q,
such that: ∑

y∈Σε,q′∈Q,
γ1,γ2,γ3,γ4∈Γε

δ

(
q
y,γ,γ′,γ1→γ3−−−−−−−−→

γ2→γ4
q′
)

= 1 (11)

We now show that we can construct a 2PDA P2 as defined in Def. 2.3, such that for any transition
in P1, P2 has a finite sequence of transitions resulting in the same state and stack configurations. Let

q
y,γ,γ′,γ1→γ3−−−−−−−−→

γ2→γ4
q′ be such a transition in P1, where γ is the top symbol on the first stack and γ′ is the

23For other examples where the autoregressive factorization results in Σ∗ receiving < 1 probability mass, see Du et al. (2023).
24In the case of Σ∞ having probability 0, we say that Eq. (1) defines a tight language model. In a tight language model, the

halting probability is 1 and we can treat Eq. (1) as a probability measure over Σ∗.
25We can view each random branching as corresponding to either 0 or 1, thus resulting in an infinite binary string.
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top symbol on the second stack. We can simulate this transition in P2 through the following chain of
transitions, where we introduce a transition-specific new state q′′:

q
ε,γ,γ1→γ′−−−−−−→

γ2→ε
q′′, q′′

y,γ′,γ′→γ3−−−−−−−→
ε→γ4

q′ (12)

( ⇐= ) The converse direction of proving that any such 2PDA P1 whose transitions depend on the
top symbols of both stacks can simulate a specific 2PDA P2 whose transitions depend only on the top
symbol of the first stack is trivial: For any transition in P2, we can just create a transition with the same
semantics and weight 1 in P1 for each second stack top symbol γ′. ■

C Rationally Weighted Probabilistic Turing Machines

q, γ

q1,γ1

q2,γ2

q3,γ3

y1/d1
(p1)

y2/d2(p2)

y3/d3(p3)

q, γ

q1,γ1

q4,γ q2,γ2

q3,γ3

=⇒
y1/d

1(p1
)

ε/N(p2 + p3)

y2/d2(
p2

p2+p3
)

y3/d3( p2p2+p3 )

Figure 4: Binarization of an example computation graph as described in Prop. 3.1.

Proposition 3.1. PTMs and QPTMs are weakly equivalent.

Proof. ( =⇒ ) The forward direction is trivial: Every PTM is a QPTM because 1
2 is a rational number.

( ⇐= ) We start by noting that we can transform any QPTMM into one that has exactly two possible
(rational-valued) transitions at any current state and tape symbol. We do this by repeatedly applying the
following transformations: For any (q, γ) ∈ Q× Γ that has only one possible transition, its probability
is 1, so we can split it into two new identical transitions with probability 1

2 . For (q, γ) ∈ Q × Γ, this
allows exactly 2 possible transitions, this is already as required by the PTM (save for the probabilities,
which we deal with in the next step). For any (q, γ) ∈ Q× Γ that allow k > 2 possible transitions, we
repeatedly apply the following steps:

1. We choose one of the transitions whose probability we denote by p, and leave it as it is;
2. We then create a new ε-transition with d = N to a new state with probability 1−p, leaving γ the same;
3. We then change the remaining k − 1 transitions to start at the new state and tape symbol.

These transformations yield a QPTM with a completely binarized transition function. An example of
this is shown in Fig. 4. Now note that any locally normalized pair of transitions with rational weights
can be replaced by a sequence of transitions whose probabilities are 1

2 each (Knuth and Yao, 1976; Icard,
2020).26 This, in conjunction with the previous transformation, allows us to convert our QPTM into
a PTM without changing the string probability. ■

D Proof of Thm. 3.1

Theorem 3.1. QPTMs and 2PDA are strongly equivalent.

Proof. ( =⇒ ) We want to show that for every QPTM, we can construct a strongly equivalent 2PDA. We
do this in two steps: (1) we construct a candidate 2PDA and (2) we outline a weight- and yield-preserving
bijection between accepting paths, whose existence proves strong equivalence.

26This step prevents this proof strategy from demonstrating strong equivalence in the backward direction because introduces
path ambiguity. For this reason, we suspect that PTMs and QPTMs are in fact not strongly equivalent.
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Construction of P . Let M = (Q,Σ,Γ, δM, qι, qφ) be a QPTM. The constructed 2PDA P =
(QP ,Σ,Γ, δP , qι, qφ) will inherit M’s alphabets. It will also inherit all of M’s states and add a number
of additional ones, i.e., QP = Q ∪Q′. As we showcase later, the subset Q ⊆ QP will be crucial in the
analysis of the relationship between the two models. The states of P will be a superset of those in M. For
each transition in M, we define a transition in P as follows, depending on the direction the head moves
after writing to the tape:

(i) Transitions that leave the head in place, that is, transitions of the form (q, γ)
y/N−−→ (q′, γ′). For

each such transition in M, we add an equally weighted new transition q
y,γ,γ→γ′−−−−−−→

ε→ε
q to P .

(ii) Transitions that move the head to the right, i.e., (q, γ)
y/R−−→ (q′, γ′). For each such transition in

M, we add an equally weighted new transition q
y,γ,γ→ε−−−−−→

ε→γ′
q′ to P .

(iii) Transitions that move the head to the left, that is, transitions of the form τ = (q, γ)
y/L−−→ (q′, γ′).

For any such transition τ in M, we add an equally weighted transition q
y,γ,γ→γ′−−−−−−→

ε→ε
qτ , followed by a

transition qτ
ε,γ,ε→γ2−−−−−−→

γ2→ε
q with weight 1 to P . Here, qτ is a new state unique to transition τ , and γ2 is

the symbol at the top of the second stack before the transition.

A weight- and yield-preserving bijection. Given the construction outlined above, we now show the
existence of a weight- and yield-preserving bijection between the paths of the two models. While we are
only interested in halting (accepting) paths, i.e., paths going from qι to qφ with a non-zero weight,27 we
prove a stronger result that there exists a weight- and yield-preserving bijection between all Q-subpaths, a
notion we will define below.

Definition D.1. A Q-subpath in P is a subpath whose last state corresponds to a state that also exists
in the original M. Recall that M’s states are constructed to be a subset of those in P .

(⇒) We will define a weight- and yield-preserving mapping ψ1 from the subpaths πM in the original
M to the Q-subpaths πP in the P . Fix an arbitrary subpath πM in M. Our proof proceeds by structural
induction on the subpath relation: σM ≺ πM ⇐⇒ σM is a strict subpath of πM. Note that this is a
well-founded ordering, making it suitable for induction.

Inductive Hypothesis. For all σM ≺ πM, the function ψ1 is weight- and yield-preserving.

Base Case. The function ψ1 is defined to map the empty subpath in M to the empty subpath in P with
weight 1 and yield ε. This preserves the weight and yield.

Inductive Case. Let πM be an arbitrary non-empty subpath in M. As depicted in Fig. 5, let σM be the
(strict) subpath of πM that omits the last transition τM. Then σM is mapped as follows: σM 7→ ψ1(σM).
This mapping exists and is weight- and yield-preserving by the inductive hypothesis. Now, we seek to
extend the function ψ1 to πM = σM ◦ τM. By our construction of P , each of the transitions in πM is
simulated either by a single transition in P (case (i) and case (ii)) or two consecutive transitions in P (case
(iii)). In the two-transition case, the sequence of two actions is unique because the second action has a
transition-dependent state name, e.g., qτM . Thus, we can extend ψ1 in the following manner:

ψ1(πM) = ψ1(σM ◦ τM) = ψ1(σM) ◦ ψ1(τM)︸ ︷︷ ︸
def
=τP

= σP ◦ τP (13a)

ψ1(πM) = ψ1(σM ◦ τM) = ψ1(σM) ◦ ψ1(τM)︸ ︷︷ ︸
def
=τP◦τ ′P

= σP ◦ τP ◦ τ ′P (13b)

27Note that we treat any transitions that have 0 weight as non-existing, and vice versa. A careful treatment could distinguish
weight 0 and non-existence in the model.
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(qι,⊔)
y1/N−−−→ (q1, γ1) → · · · → (q2, γ2)

y2/R−−−→ (q3, γ3)︸ ︷︷ ︸
σM

→ (q4, γ4)
y3/L−−−→ (q5, γ5)︸ ︷︷ ︸
τM︸ ︷︷ ︸

πM

qι
y1,⊥,⊥→γ2−−−−−−−→

ε→ε
q1 → · · · → q′2

y2,γ2,γ2→ε−−−−−−−→
ε→γ3

q3
︸ ︷︷ ︸

ψ1(σM)

→ q4
y4,γ4,γ4→γ5−−−−−−−−→

ε→ε
q′τ

ε,γ4,ε→γ′−−−−−−→
γ′→ε

q5
︸ ︷︷ ︸

τPτP′
︸ ︷︷ ︸

ψ1(πM)

Figure 5: Illustration of how ψ1 maps a path in the original QPTM (top half) to a path in the 2PDA (bottom half).
Note that those states with a prime do not correspond to states in the original QPTM.

depending on whether τM corresponds to one (Eq. (13a)) or two transitions (Eq. (13b)) in P . Note that
the extension ψ1 preserves the weight and yield of πM. This is clear by inspecting the construction as
exactly one transition inherits τM’s weight and yield. In the two-transition case, the second transition is
given weight 1 and the yield ε.

(⇐) Next, we define a weight- and yield-preserving mapping from the subpaths πP in the constructed
2PDA to the subpaths πM in the M. Fix an arbitrary Q-subpath πP in P . Our proof proceeds by
structural induction on the subpath relation: σP ≺ πP ⇐⇒ σP is a strict Q-subpath of πP . Note that
this is a well-founded ordering, making it suitable for induction.

Inductive Hypothesis. For all σP ≺ πP , the function ψ2 is weight- and yield-preserving.

Base Case. The function ψ2 is defined to map the empty subpath in P to the empty subpath in M with
weight 1 and yield ε. This preserves the weight and yield.

Inductive Case. Let πP be an arbitrary non-empty Q-subpath in P . Consider the figure below:

qι
y1,⊥,⊥→γ2−−−−−−−→

ε→ε
q1 → · · · → q2

y2,γ2,γ2→ε−−−−−−−→
ε→γ3

q3
︸ ︷︷ ︸

σP

→ q4
y4,γ4,γ4→γ5−−−−−−−−→

ε→ε
q′τ

ε,γ4,ε→γ′−−−−−−→
γ′→ε

q5
︸ ︷︷ ︸

τPτP′
︸ ︷︷ ︸

πP

(qι,⊔)
y1/N−−−→ (q1, γ1) → · · · → (q2, γ2)

y2/R−−−→ (q3, γ3)︸ ︷︷ ︸
ψ2(σP )

→ (q4, γ4)
y3/L−−−→ (q5, γ5)︸ ︷︷ ︸
τM︸ ︷︷ ︸

ψ2(πP )

Figure 6: Illustration of how ψ2 maps a path in the 2PDA (top half) to a path in the original QPTM (bottom half).
Note that those states with a prime do not correspond to states in the original QPTM.

By construction, this path can be decomposed into a strict Q-subpath σP ≺ πP and either one or two
additional transitions as defined in (i)–(iii), as shown in Fig. 6. In the single-transition case, post-pended
to σP is either a single transition in M (case (i) and case (ii)). In the two-transition case, post-pended to
σP is a pair of the two consecutive transitions of P that together simulate a single transition in M (case
(iii)), shown at the top of Fig. 6. In the first case, ψ2 maps that action in πP to its (unique) corresponding
action in M. In the latter case, note that due to the uniqueness of the added named state q′τ for the
transition of type (iii) in M, all non-zero-weighted paths containing q′τ in P will contain both transitions
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in P defined in (iii), consecutively. Such pairs of transitions have a corresponding transition in the original
QPTM—the transition for which they were added. Thus, we can extend ψ2 in the following manner:

ψ2(πP) = ψ2(σP ◦ τP) = ψ2(σP) ◦ ψ2(τP)︸ ︷︷ ︸
def
=τM

= σM ◦ τM (14a)

ψ2(πP) = ψ2(σP ◦ τP ◦ τ ′P) = ψ2(σP) ◦ ψ2(τP ◦ τ ′P)︸ ︷︷ ︸
def
=τM

= σM ◦ τM (14b)

depending on whether τM corresponds to one (Eq. (14a)) or two transitions (Eq. (14b)) in P . Note that
the extension ψ2 preserves the weight and yield. This is clear by inspecting the construction as exactly
one transition inherits τM’s weight and yield. In the two-transition case, the second transition is given
weight 1 and the yield ε.

Wrapping up. Thus, we have defined a pair (ψ1 and ψ2) of weight-preserving, yield-preserving total
functions that map arbitrary Q-subpaths28 in M to paths in P and vice versa. It is easy to see that the
two maps are inverses of each other; ψ2 undoes the operations of ψ1, and vice versa. This means that
ψ1 is a bijection. Finally, because all halting paths in M are Q-subpaths, we conclude M and P are
strongly equivalent.

( ⇐= ) To prove the backward direction, we want to show that any 2PDA P has a strongly equivalent
QPTM M. We proceed analogously: Given a 2PDA P , we construct a candidate QPTM M and then
sketch a path level weight- and yield-preserving bijection, again in the form of two injective functions
which are inverses of one another. This proves strong equivalence.

Construction of M. Let P = (Q,Σ,Γ, δ, qι, qφ) be an arbitrary probabilistic 2PDA. Now we define
QPTMM = (QM,Σ,Γ, δM, qι, qφ) to have the same alphabets Σ,Γ as P . Furthermore, we let M have
a superset of the states of P , that is, we let QM = Q∪Q′, where Q′ are some additional states. We define
the transitions of M by enumerating and distinguishing between all the possible transition types in P:

(i) Transitions that do not pop or push any symbols, i.e., q
y,γ,ε→ε−−−−−→

ε→ε
q′. For such transitions, we

define the equally weighted stay-in-place operation (N ) of the form (q, γ)
y/N−−→ (q′, γ) in M.

(ii) Transitions that pop a symbol and push a symbol to the same stack, i.e., (a) q
y,γ,γ1→γ3−−−−−−→

ε→ε
q′ with

γ1, γ3 ̸= ε or (b) q
y,γ,ε→ε−−−−−−→
γ2→γ4

q′ with γ2, γ4 ̸= ε. Each transition of type (a) defines a single QPTM

transition (q, γ1)
y/N−−→ (q′, γ3) with the same weight as the original transition. Each transition of

type (b) defines two consecutive transitions (q, γ)
y/L−−→ (qτ , γ), (qτ , γ2)

ε/R−−→ (q′, γ4), where we
create a new state qτ unique to the given transition in P . The weight of the first of the two new
transitions in P equals the weight of the original transition in M, and the second one has weight
1 (thus being the only possible continuation from state qτ ).

(iii) Transitions that pop from one stack and push to the other stack, i.e., (a) q
y,γ,γ1→ε−−−−−−→

ε→γ4
q′

with γ1, γ4 ̸= ε or (b) q
y,γ,ε→γ3−−−−−−→

γ2→ε
q′ with γ2, γ3 ̸= ε. A transition of type (a) defines a

transition in a QPTM that moves the head to the right (weighted equally to the original

transition): (q, γ1)
y/R−−→ (q′, γ4). A transition of type (b) defines a QPTM transition moving

to the left followed by a stay-in-place operation that changes the symbol below the head:

(q, γ)
y/L−−→ (qτ , γ), (qτ , γ2)

ε/N−−→ (q′, γ3). Again, the weight of the first new transitions in P is
chosen to be equal to the weight of the original transition in M and the latter has weight 1.

28All paths in M are Q-subpaths by definition.
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(iv) Transitions that push a symbol without popping one. These can be thought of as insertions
that move all the symbols on the right side of the head to the right. Thus, they can be simulated
by sequences of actions by the QPTM. For instance, a transition of the form q

y,γ,ε→ε−−−−−→
γ3→ε

q′ where

γ3 ̸= ε can be simulated in M as follows:

1.) Change the current symbol under the head (γ) to a marker symbol not in the alphabet, e.g., ↓;

2.) Go to the end of the string and shift all the characters up to the marker one by one to the right,
until back at the original position.

3.) Replace ↓ with the symbol to be inserted (γ3).

Therefore, the sequence of such transitions is added to M for any transition of this form in the
2PDA. We preserve the weight of the original transition by defining the weight of the first transition
in step 1.) to be the weight of the original transition in P and the weights of all following transitions
in steps 2.) and 3.) to be 1.

(v) Transitions that pop from one or both stacks without pushing equally many symbols. These can
be thought of as deletions that remove symbols from the M’s tape and move all the symbols on the
right of the head to the left. For instance, a transition q

y,γ,γ1→ε−−−−−−→
ε→ε

q′ where γ1 ̸= ε can be modeled

using the strategy from (iv), where step 2.) changes to shifting all the symbols to the left one by
one until reaching the end of the string, then moving back to the marker. We define the sequence
of such transitions in M for any transition of this form in the 2PDA. Again, the first transition has
the same weight as the original transition in P and all following new transitions have weight 1.

(vi) Transitions that pop symbols from both stacks and push to both stacks, i.e., q
y,γ,γ→γ3−−−−−−→
γ2→γ4

q′,

where γ1, γ2, γ3, γ4 ̸= ε. Such transitions can be regarded as a composition of the two cases of
(ii), performing first the simulation from (b) and then from (a). The chaining can be done by adding
another intermediate state, qτ ′ . Such transitions in the 2PDA therefore define the sequence of

transitions (q, γ)
y/L−−→ (qτ , γ), (qτ , γ2)

ε/R−−→ (qτ ′ , γ4), (qτ ′ , γ)
ε/N−−→ (q′, γ3) in the QPTM. The

weights are again chosen such that the weight of the first one corresponds to that of the original
transition in P , and all following ones have weight 1.29

A weight- and yield-preserving bijection. With the construction above, we again show that there is
a weight- and yield-preserving bijection between halting paths of M and P . The reasoning is analogous
to the one in the forward direction. While we are only interested in halting (accepting) paths, i.e., paths
going from qι to qφ with a non-zero weight, we again prove a stronger result that there exists a weight-
and yield-preserving bijection between all Q-subpaths.

Definition D.2. A Q-subpath in M is a subpath whose last state corresponds to a state that also exists
in the original QPTM. Note that P’s states are constructed to be a subset of those in M.

(⇒) We define a weight- and yield-preserving mapping ψ3 from the subpaths πP in the original P
to the subpaths πM in the constructed M. Fix an arbitrary Q-subpath πP in P . Our proof proceeds
by structural induction on the subpath relation: σP ≺ πP ⇐⇒ σP is a strict Q-subpath of πP . Note
that this is a well-founded ordering, making it suitable for induction.

Inductive Hypothesis. For all σP ≺ πP , the function ψ3 is weight- and yield-preserving.

Base Case. The function ψ3 is defined to map the empty subpath to itself with weight 1 and yield ε.
This preserves the weight and yield.

29Note that the same kind of composition can be used to achieve popping or pushing more than one symbol in (iv) and (v).
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qι
y1,⊥,⊥→γ1−−−−−−−→

ε→ε
q1 → · · · → q2

y2,γ2,γ2→ε−−−−−−−→
ε→γ3

q3 → · · · →
︸ ︷︷ ︸

σP

q4
y3,γ4,ε→ε−−−−−−−→

γ5→γ6
q5

︸ ︷︷ ︸
τP︸ ︷︷ ︸

πP

(qι,⊔)
y1/N−−−→(q1, γ1)→. . .→(q2, γ2)

y2/R−−−→(q3, γ3)→. . .→︸ ︷︷ ︸
ψ3(σP )

(q4, γ4)
y3/L−−−→(q′τ , γ4),(q

′
τ , γ5)

ε/R−−→ (q5, γ6)︸ ︷︷ ︸
τMτM′

︸ ︷︷ ︸
ψ3(πP )

Figure 7: Illustration of how ψ3 maps a path in the original 2PDA (top half) to a path in the QPTM (bottom half).
Note that those states with a prime do not correspond to states in the original 2PDA.

Inductive Case. Let πP be an arbitrary non-empty subpath in P . As depicted in Fig. 7, let σP be the
(strict) subpath of πP that omits the last transition τP . Then, σP is mapped as follows: σP 7→ ψ3(σP).
This mapping exists and is weight- and yield-preserving by the inductive hypothesis. Now, we seek to
extend the function ψ3 to πP = σP ◦ τP . By our construction of M, each of the transitions in πP is
simulated by a number of transitions in M. Importantly, the transitions corresponding to any transition
τP in P are unique to the particular τP due to the P-transition-dependant naming of the added states
Q′ in M. Thus, we can extend ψ3 in the following manner:

ψ3(πP) = ψ3(σP ◦ τP) = ψ3(σP) ◦ ψ3(τP)︸ ︷︷ ︸
def
=τM

= σM ◦ τM (15a)

ψ3(πP) = ψ3(σP ◦ τP) = ψ3(σP) ◦ ψ3(τP)︸ ︷︷ ︸
def
=τM,1◦···◦τM,LτP

= σM ◦ τM,1 ◦ · · · ◦ τM,LτP
(15b)

where τM,1, . . . , τM,LτP
are theLτP transitions in M that the transition τP corresponds to.30 Note that the

extension ψ3 preserves the weight and yield of πP . This is clear by inspecting the construction as exactly
one transition inherits τM’s weight and yield, while the remaining transitions have weight 1 and the yield ε.

(⇐) Next, we define a weight- and yield-preserving mapping from the subpaths πM in the constructed
QPTM to the subpaths πP in the P . Fix an arbitrary Q-subpath πM in M. Our proof proceeds by
structural induction on the subpath relation: σM ≺ πM ⇐⇒ σM is a strict Q-subpath of πM. Note
that this is a well-founded ordering, making it suitable for induction.

Inductive Hypothesis. For all σM ≺ πM, the function ψ4 is weight- and yield-preserving.

Base Case. The function ψ4 is defined to map the empty subpath in M to the empty subpath in P with
weight 1 and yield ε. This preserves the weight and yield.

Inductive Case. Let πM be an arbitrary non-empty Q-subpath in M. Consider the figure below:
By construction, this path can be decomposed into a strict Q-subpath σM ≺ πM and either one or two

additional transitions as defined in (i)–(vi), as shown in Fig. 8. In the single-transition case, post-pended to
σM is either a single transition in M (type (iia) and type (iiia)). In the multi-transition case, post-pended
to σM is a sequence of consecutive transitions of M that together simulate a single transition in P , e.g.
two consecutive new transitions added for a P-transition of type (iib) as shown in the example at the top of
Fig. 6. In the first case, ψ2 maps that action in πM to its (unique) corresponding action in P . In the case of
multiple transitions, note that due to the uniqueness of the added named states in M (q′τ for the transition
of type (iib) in the example), all non-zero-weighted paths containing such transition-specific additional

30In cases (iib) and (iiib), LτP = 2, and in case (vi) LτP = 3. In cases (iv) and (v), LτP is linearly bounded by the number
of symbols printed on the tape of M to the right of its head at the start of simulating P’s transition.
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(qι,⊔)
y1/N−−−→(q1, γ1)→. . .→(q2, γ2)

y2/R−−−→(q3, γ3)→. . .→︸ ︷︷ ︸
σM

(q4, γ4)
y3/L−−−→(q′τ , γ4),(q

′
τ , γ5)

ε/R−−→ (q5, γ6)︸ ︷︷ ︸
τMτM′

︸ ︷︷ ︸
πM

qι
y1,⊥,⊥→γ1−−−−−−−→

ε→ε
q1 → · · · → q2

y2,γ2,γ2→ε−−−−−−−→
ε→γ3

q3 → · · · →
︸ ︷︷ ︸

ψ4(σM)

q4
y3,γ4,ε→ε−−−−−−−→

γ5→γ6
q5

︸ ︷︷ ︸
τP︸ ︷︷ ︸

ψ4(πM)

Figure 8: Illustration of how ψ4 maps a path in the original QPTM (top half) to a path in the 2PDA (bottom half).
Note that those states with a prime do not correspond to states in the original 2PDA.

states in M will contain all the transitions in M that belong its sequence, consecutively. Such sequences
of transitions have a corresponding transition in the original P—the transition for which they were added.

Thus, we can extend ψ4 in the following manner:

ψ4(πM) = ψ4(σM ◦ τM) = ψ4(σM) ◦ ψ4(τM)︸ ︷︷ ︸
def
=τP

= σP ◦ τP (16a)

ψ4(πM) = ψ4(σM ◦ τM,1 ◦ · · · ◦ τM,LτP
) = ψ4(σM) ◦ ψ4(τM,1 ◦ · · · ◦ τM,LτP

)
︸ ︷︷ ︸

def
=τP

= σP ◦ τP (16b)

depending on whether τP corresponds to one (Eq. (16a)) or multiple transitions (Eq. (16b)) in M. Here
again τM,1, . . . , τM,LτP

are the LτP transitions in M the transition τP corresponds to. Note that the
extension ψ4 preserves the weight and yield. This is clear by inspecting the construction as exactly one
transition inherits τP ’s weight and yield. In the multi-transition case, the second transition is given weight
1 and the yield ε.

Wrapping up. Thus, we have defined a pair (ψ3 and ψ4) of weight-preserving, yield-preserving total
functions that map arbitrary Q-subpaths31 in P to paths in M and vice versa. It is easy to see that the
two maps are inverses of each other; ψ3 undoes the operations of ψ4, and vice versa. This means that ψ3

is a bijection. Finally, because all halting paths in P are Q-subpaths, we conclude P and M are strongly
equivalent. We therefore conclude that the classes of 2PDA and QPTM are strongly equivalent.

■

E Proof of Thm. 3.2

The following theorem formalizes the informal claim made by Thm. 3.2, which says that every
Σ-deterministic probabilistic 2PDAs admits a strongly equivalent εRLMs, establishing a lower bound
on the expressivity of εRLMs. Due to the Σ-determinism, the proof is a simple extension of the weighted
extension to Minsky’s construction recently detailed in Svete and Cotterell (2023)—it uses the corre-
spondence between the paths in the 2PDA and the εRLM produced by Chung and Siegelmann’s (2021)
construction to define a natural weighting of the paths resulting in a weight- and yield-preserving mapping.

Theorem E.1. Let p be a language model defined by the Σ-deterministic probabilistic 2PDA P . Let R
be an RNN over Σε as defined by Chung and Siegelmann’s (2021) construction that furthermore defines

31All paths in P are Q-subpaths by definition.
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the εRLM pR with the output matrix E ∈ Q|Σε|×D:

Ey,(γ,q)
def
= p (y | γ, q) for y ∈ Σε (17)

EEOS,(γ,q)
def
=

{
1 if q = qφ

0 if q ̸= qφ
. (18)

and the projection function π (x) = sparsemax (x) = argmin
z∈∆|Σε|−1 ∥x− z∥2. Then, it holds that

pR is strongly equivalent to p.

Proof. We construct a weight- and yield-preserving bijection between the paths in 2PDA and R. Let πP
be a path in P:

πP = qι
y1,⊥,⊥→γ11−−−−−−−→

γ20→γ21

q1 → · · · → qN−1

yN ,γ
1
N−1,γ

1
N−1→γ1N−−−−−−−−−−−−−→

γ2N−1→γ2N

qφ

The definition of the RNN controller based on the construction by Chung and Siegelmann (2021)
ensures that the hidden states ht of the RNN are correctly updated, that is, that there is a one-to-one
mapping between the hidden states of the RNN and the configurations of the 2PDA at every step of the
construction. This ensures that ht = Jγ1,t, qtK for every t. Let ψ be the function mapping paths in the
2PDA to those in R as

ψ (πP)
def
= h0 ◦ h1 ◦ · · · ◦ hN . (19)

Due to the correctness of the RNN transition function, ψ is yield-preserving. Moreover, the mapping is
bijective—the one-to-one correspondence between the hidden states and the configurations of the 2PDA
ensures that there is a one-to-one correspondence between the 2PDA transitions and the transitions
between the hidden states, which furthermore means that the expansion of the mapping to entire paths
is bijective.

Furthermore, the form of the hidden states h of the RNN enables the simple transformation of ht into
ht = Jγ1,t, qtK for every t, where γ1,t is the top symbol of stack 1 and qt the state of P at time step t.
Notice that by the definition of Σ-determinism, ht contains all the information we need to determine the
transition probabilities of P given any input symbol y ∈ Σε. More precisely, it holds that for all y ∈ Σε

sparsemax
(
Eht

)
y
= p (y | γ, q) (20)

Lastly, the definition of EEOS,(γ,q) ensures that R outputs EOS if and only if the simulated 2PDA is in
its final state, qφ.

From Eq. (20), it is easy to see that the probability of πP is

p (πP) =
N∏

t=1

p
(
yt | γ1t−1, qt−1

)
=

N∏

t=1

p
(
yt | γ1t−1, qt−1

)
= pR (ψ (πP)) , (21)

showing that ψ is indeed weight-preserving, which finishes the proof. ■

F Comparison Between Different Variants of Probabilistic Turing Machines

We have introduced a number of different formulations of PTMs (and 2PDA) with various additions
and restrictions in the course of this work. In this section of the appendix, we compare the types of
distributions that can be expressed by each of these variants of PTMs. For an illustrative overview of
the distributions that can be expressed by the different models, see Fig. 9.

Definition F.1. A PTM is deterministic if, for any configuration q, γ ∈ Q× Γ, and any symbol y ∈ Σε,
there is at most one transition starting at that configuration and emitting y. Furthermore, if there is a
transition starting in (q, γ) outputting ε, both transitions must be identical.
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Figure 9: A schematic illustration of the different types of Turing machines and 2PDA and their corresponding
place in a hierarchy of distributions. The curves differentiate different types of distributions, where 2−n means
every string has a binary probability, Z[2−n] refers to the dyadic distributions, and Q and R are the rational-valued
and real-valued distributions, respectively. The colors of the boxes indicate which restrictions are placed on the
automata, from real-time and deterministic, via Σ-deterministic, to unrestricted. Finally, the horizontal line divides
formulations of machines that have just two transition functions that are uniformly distributed vs. the case of
finitely many rational-values transition functions. Note that the Σ-deterministic automata are placed between the
rational-valued and the real-valued distributions.

Note that the definition above is more restrictive than that of a general PTM, but a superset of the
class of deterministic Turing machines, Ms, which can be thought of as unweighted PTMs with the
restriction that both transition functions are identical. It is a well-known result that Ms are computationally
equivalent to PTMs, that is, they can recognize the same (unweighted) languages. However, in contrast
to Ms, deterministic PTMs as defined above can still express a semimeasure over strings, albeit a trivial
one (each string y that can be generated has a probability of 2−|y| of being generated).

Proposition F.1. A deterministic PTM can only express distributions where each finite string has a
binary probability, that is, a probability of the form 2−n.

Proof. Let y ∈ Σ∗ be a string. Because PTM is deterministic, there is a unique path in PTM that accepts
y. Let n be the length of the accepting path. Then, PM(y) = 2−n. ■

Definition F.2. A PTM is real-time if it has no ε-transitions.

Definition F.3. A dyadic rational is a rational number whose numerator can be any integer and whose
denominator is a power of 2. We denote the set of dyadic rationals with Z[2−n].32

Proposition F.2. A real-time PTM can express only dyadic measures, that is, the measure of each string
is a dyadic rational.

Proof. Let y ∈ Σ∗ be a string, and let n = |y|. Because PTM is real-time, every path accepting y has
length n. Moreover, since PTM is real-time, it may only have a finite number of accepting paths for any
string. If PTM has k accepting paths for the string y, thne PM(y) = k2−n, which is a dyadic rational.

■

A note on the language expressivity of real-time Turing machines. While deterministic and
non-deterministic Turing machines can recognize or generate the same languages, it has been shown that
all real-time languages are context-sensitive (Burkhard and Varaiya, 1971). In fact, there are real-time

32Note that the binary rationals are a special case of dyadic rationals where the numerator has to be 1.
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definable languages that are context-sensitive and not context-free. On the other hand, there are also
context-free languages that are not real-time definable (Rosenberg, 1967). Real-time Turing machines
with just one tape have been shown to only recognize regular languages (Tadaki et al., 2010). However,
with just one more tape, the computational power increases dramatically (Rabin, 1963), allowing
recognition of languages that are non-context-free (Rosenberg, 1967).

We now turn to the investigation of rationally weighted PTMs, i.e., QPTMs. First, recall that an
unrestricted QPTM is weakly equivalent to an unrestricted PTM (Prop. 3.1). Furthermore, Icard (2020,
Thm. 3) showed that PTMs define exactly the enumerable semimeasures (see Appendix G for details).
This means that any enumerable real-valued semi-measure over strings can be expressed by a PTM, and,
hence, a QPTM.

Proposition F.3. Real-time deterministic QPTMs are strictly less expressive than general QPTMs.

Proof. By Thm. G.1, PTMs, and hence QPTMs, can express real-valued semimeasures over strings. For
instance, there exists a QPTM that generates the language Σ∗ for the one-symbol alphabet Σ = {a}, such
that the probability of a string of a certain length is given by a Poisson measure: p(ak) = Pois(λ, k) =
λke−λ

k! for some λ ∈ R+. Let us choose, e.g., λ = 1. Then the probability of each string in Σ∗ is an
irrational number. However, an RD−QPTM has to output a symbol at each time step with a rational
probability, and hence, there exists no RD−QPTM that can express the above language. ■

Note that similar arguments can be made to show that both determinism as well as real-time on their
own are enough to restrict distributions from such QPTMs to the rationals.

Corollary F.1. Deterministic 2PDA are strictly less expressive than non-deterministic 2PDA.

Proof. This follows from the strong equivalence of QPTMs and 2PDA described in Thm. 3.1. ■

Finally, we leave the case of Σ-deterministic probabilistic automata for future work, but we hypothesize
that it lies in the realm of real-valued (including irrational) distributions.

G Every εRLMs Has a Weakly Equivalent 2PDA

In this section, we re-state basic definitions and theorems from computable analysis and then use them to
show that the computational expressivity of εRLMs is bounded by that of a 2PDA.

Definition G.1. Icard (2020, Ch. 3) A real number r is lower semi-computable if there exists a sequence
of computably enumerable rationals {qn}∞n=1, qn ∈ Q that is i) monotonically increasing in n and ii)
converges to r from below, i.e., limn→∞ qn = r.

Definition G.2. A semimeasure µ over Σ∗ is called enumerable if for all y ∈ Σ∗ we have µ(y) = r for
some r that is lower semi-computable.

Theorem G.1. Icard (2020, Thm. 3) Probabilistic Turing machines define exactly the enumerable
semimeasures.

Proposition 3.2. Every εRLM has a weakly equivalent 2PDA.

Proof. We first show that every εRLM defines an enumerable semimeasure. Let R be an εRLM defined
over alphabet Σ. We seek to show that the measure of any string y ∈ Σ∗ computed by R is lower semi-
computable. In general, there are (countably) many runs that may generate a string y. The measure of y
in R is the sum of all the weights of all such runs. More formally, let {ŷi}∞i=1 ⊂ Σε

∗ be an enumeration
of all the runs in R that generate the string y ∈ Σ∗, i.e., for each ŷi, the yield of ŷi is y. Construct the
following sequence

rn =

n∑

i=1

p(ŷi) (22)

Thus, limn→∞ rn = p(y) and rn is monotonically increasing in n. Furthermore, because R is rationally
weighted, every rn is rational. Next, note by Prop. 3.1 and Thm. 3.1, the classes of PTM and 2PDA are

7033



weakly equivalent. Then, combining this with Thm. G.1, we have that 2PDA can express any enumerable
semimeasure. This proves the claim.

■
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