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Abstract
Distantly supervised named entity recognition
(DS-NER) aims to locate entity mentions and
classify their types with only knowledge bases
or gazetteers and unlabeled corpus. However,
distant annotations are noisy and degrade the
performance of NER models. In this paper,
we propose a noise-robust prototype network
named MProto for the DS-NER task. Different
from previous prototype-based NER methods,
MProto represents each entity type with mul-
tiple prototypes to characterize the intra-class
variance among entity representations. To op-
timize the classifier, each token should be as-
signed an appropriate ground-truth prototype
and we consider such token-prototype assign-
ment as an optimal transport (OT) problem.
Furthermore, to mitigate the noise from incom-
plete labeling, we propose a novel denoised
optimal transport (DOT) algorithm. Specifi-
cally, we utilize the assignment result between
Other class tokens and all prototypes to distin-
guish unlabeled entity tokens from true nega-
tives. Experiments on several DS-NER bench-
marks demonstrate that our MProto achieves
state-of-the-art performance. The source code
is now available on Github1.

1 Introduction

Named Entity Recognition (NER) is a fundamental
task in natural language processing and is essential
in various downstream tasks (Li and Ji, 2014; Miwa
and Bansal, 2016; Ganea and Hofmann, 2017; Shen
et al., 2021b). Most state-of-the-art NER models
are based on deep neural networks and require mas-
sive annotated data for training. However, human
annotation is expensive, time-consuming, and often
unavailable in some specific domains. To mitigate
the reliance on human annotation, distant supervi-
sion is widely applied to automatically generate an-
notated data with the aid of only knowledge bases
or gazetteers and unlabeled corpus.

† Corresponding author.
1https://github.com/XiPotatonium/mproto

Figure 1: The distant annotations are marked in orange,
and the human annotations are marked in blue. Here we
illustrate two types of issues in the DS-NER. First, un-
labeled entities will introduce incomplete labeling noise
in O class. Second, tokens of the same class may fall
into different sub-clusters due to semantic differences.

Despite its easy accessibility, the distantly-
annotated data is rather noisy, severely degrading
the performance of NER models. We observe two
types of issues in the distantly-supervised named
entity recognition task. The first issue is incom-
plete labeling. Due to the limited coverage of
dictionaries, entities not presented in dictionaries
are mistakenly labeled as Other class (denoted as
O class). For instance, in Figure 1, “Micheal” is
not covered in the dictionary and thus cannot be
correctly labeled by distant supervision. These
unlabeled entities will misguide NER models to
overfit the label noise, particularly hurting recall.
The second issue is intra-class variance. As illus-
trated in Figure 1, tokens of the same class (e.g.,
“MainStay” and “Funds”) may fall into different
sub-clusters in feature space due to semantic dif-
ferences. Traditional single-prototype classifiers
do not consider the semantic difference within the
same entity type. They set only one prototype for
each type, which suffers from intra-class variance.

Various methods have been proposed to mitigate
the noise of incomplete labeling. For example,
AutoNER (Shang et al., 2018) tries to modify the
standard CRF-based classifier to adapt to the noisy
NER datasets. Self-learning-based methods (Liang
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et al., 2020; Meng et al., 2021; Zhang et al., 2021c)
learn by soft labels generated from a teacher model
for denoising. Positive-unlabeled learning methods
treat tokens of O class as unlabeled samples and
optimize with an unbiasedly estimated empirical
risk (Peng et al., 2019; Zhou et al., 2022). Some
other studies utilize negative sampling to avoid
NER models overfitting label noise in O class (Li
et al., 2021, 2022). Despite these efforts, the issue
of intra-class variance has not yet been studied in
previous DS-NER research.

Unlike previous methods, we propose a novel
prototype-based network named MProto for
distantly-supervised named entity recognition. In
MProto, each class is represented by multiple pro-
totypes so that each prototype can represent a cer-
tain sub-cluster of an entity type. In this way,
our MProto can characterize the intra-class vari-
ance. To optimize our multiple-prototype classifier,
we assign each input token with an appropriate
ground-truth prototype. We formulate such token-
prototype assignment problem as an optimal trans-
port (OT) problem. Moreover, we specially design
a denoised optimal transport (DOT) algorithm for
tokens labeled as O class to alleviate the noise of
incomplete labeling. Specifically, we perform the
assignment between O tokens and all prototypes
and regard O tokens assigned to O prototypes as
true negatives while tokens assigned to prototypes
of entity classes as label noise. Based on our obser-
vation, before overfitting, unlabeled entity tokens
tend to be assigned to prototypes of their actual
classes in our similarity-based token-prototype as-
signment. Therefore, unlabeled entity tokens can
be discriminated from clean samples by our DOT
algorithm so as not to misguide the training.

Our main contributions are three-fold:

• We present MProto for the DS-NER task.
MProto represents each entity type with mul-
tiple prototypes for intra-class variance. And
we model the token-prototype assignment
problem as an optimal transport problem.

• To alleviate the noise of incomplete labeling,
we propose the denoised optimal transport al-
gorithm. Tokens labeled as O but assigned to
non-O prototypes are considered as label noise
so as not to misguide the training.

• Experiments on various datasets show that
our method achieves SOTA performance. Fur-
ther analysis validates the effectiveness of our

multiple-prototype classifier and denoised op-
timal transport.

2 Method

In this section, we first introduce the task formula-
tion in Section 2.1. Then, we present our MProto
network in Section 2.2. To compute the cross-
entropy loss, we assign each token with a ground-
truth prototype, and the token-prototype assign-
ment will be discussed in Section 2.3. Besides,
to mitigate the incomplete labeling noise in O to-
kens, we propose the denoised optimal transport
algorithm which will be specified in Section 2.4.
Figure 2 illustrates the overview of our MProto.

2.1 Task Formulation

Following the tagging-based named entity recog-
nition paradigm, we denote the input sequence as
X = [x1, · · · , xL] and the corresponding distantly-
annotated tag sequence as Y = [y1, . . . , yL]. For
each token-label pair (xi, yi), xi is the input token
and yi ∈ C = {c1, . . . , cK} is the class of the token.
Here we let c1 be O class and others be predefined
entity classes. We denote the human-annotated tag
sequence as Ỹ = [ỹ1, . . . , ỹL]. Human annotations
can be considered as true labels. In the distantly-
supervised NER task, only distant annotations can
be used for training while human annotations are
only available in evaluation.

2.2 Multi-Prototype Network

Token Encoding. For each input token sequence
X , we generate its corresponding features with a
pretrained language model:

H = fθ(X) (1)

where fθ is the pretrained language model parame-
terized by θ and H = [h1, . . . ,hL] is the features
of the token sequence.

Prototype-based Classification. MProto is a
prototype-based classifier where predictions are
made based on token-prototype similarity. Visual-
ization in Figure 4 shows that tokens of the same
class will form multiple sub-clusters in the feature
space due to the semantic difference. However,
previous prototype-based classifiers which repre-
sent each entity type with only a single prototype
cannot characterize such intra-class variance. To
this end, we represent each entity type with mul-
tiple prototypes. Specifically, for each class c, let
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Figure 2: The overview of MProto. For the clarity, we only show tokens of three classes (PER, ORG and O) and
MProto with two prototypes per class. MProto is a prototype-based classifier where predictions are made based on
the similarity between token features and prototypes. To optimize the multiple-prototype classifier, we assign each
token an appropriate ground-truth prototype. The top right of the figure illustrates the token-prototype assignment
for entity tokens which is considered as an OT problem. The bottom right of the figure illustrates the token-prototype
assignment for O tokens which is solved by our DOT algorithm where O tokens assigned with non-O prototypes (in
dashed line) are considered as label noise. The assignment is done based on cost matrix (the tables shown in the
figure) where each cell is the distance between a token and a prototype.

Pc = {pc,1, . . . ,pc,M} be the set of M prototypes
representing class c. For the classification, we com-
pare the similarity between token features and all
prototypes, and the class of the most similar proto-
type is chosen as the prediction:

ĉi = argmax
c

s(hi,pc,m) (2)

where s(h,p) = h·p
||h||·||p|| is the similarity metric

and here we adopt cosine similarity. In the infer-
ence process, consecutive tokens of the same type
are considered a singular entity.

Loss. To update the parameters of our MProto,
we calculate the loss between token features and
their corresponding ground-truth prototypes. First,
we should assign each token with an appropriate
ground-truth prototype. Specifically, for each token
i and its annotation yi = ci, one of the prototypes
of class ci will be assigned as the ground truth
based on the similarity between the token feature
and prototypes. Such token-prototype assignment
is considered as an optimal transport problem, and
the detail of solving the token-prototype assign-
ment will be discussed later (in Section 2.3). Based
on the assigned ground-truth prototype pci,m for
token i, we can compute the cross-entropy loss:

ℓCE = −
∑

i

log
exp(s(hi,pci,m))∑

c′,m′ exp(s(hi,pc′,m′))
(3)

However, optimizing the model only through CE
loss guides tokens to be relatively close to their
ground-truth prototypes in feature space, while the
compactness of the token features within the same
sub-cluster is not considered. To this end, we fur-
ther optimize the absolute distance between token
features and ground-truth prototypes as follows:

ℓc =
∑

i

d2(hi,pci,m) =
∑

i

(1− s(hi,pci,m))2

(4)
here we define the distance based on cosine similar-
ity as d(hi,pci,m) = 1− s(hi,pci,m). The overall
loss can be calculated as follows:

ℓ = ℓCE + λcℓc (5)

where λc is the weight of the compactness regular-
ization.

Prototype Updating. We update each prototype
with the token features assigned to that prototype.
For convenience, we denote the set of tokens as-
signed to prototype pc,m as T . At each training step
t, we update prototypes with exponential moving
average (EMA):

pt
c,m = αpt−1

c,m + (1− α)

∑
i∈T hi

|T | (6)

where α is the EMA updating ratio. With EMA
updating, the learned prototypes can be considered
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as the representative of a certain sub-cluster in the
feature space.

2.3 Token-Prototype Assignment for Entity
Tokens

In our MProto, each class is represented by multi-
ple prototypes. Therefore, how to assign a token
with an appropriate ground-truth prototype is an
essential issue for optimization. First, we denote
the set of tokens labeled as class c as Tc. We aim
to compute the assignment matrix γc ∈ R|Tc|×M

between Tc and Pc (prototypes of class c). Then
the assigned prototype pci,m for token i can be ob-
tained by m = argmaxj γ

c
i,j . We consider such

token-prototype assignment problem as an optimal
transport problem:

γ̂c = argmin
γc

∑

i∈Tc

M∑

j=1

γci,jC
c
i,j ,

s.t. γc1 = a, γc⊤1 = b

(7)

where Cc
i,j = d(hi,pc,j) is the cost matrix which is

composed of the distances between features of the
token set Tc and prototype set Pc, a = 1 ∈ R|Tc|

is the assignment constraint for each token which
guarantees that each token is expected to be as-
signed to exactly one prototype, b ∈ RM is the
assignment constraint for each prototype which
prevents the model from the trivial solution where
all tokens are assigned to a single prototype. The
constraint can be set based on prior knowledge.
However, to keep our method simple, we simply
choose even distribution (b = |Tc|

M 1). The exper-
iments also show that such simple constraint can
already achieve satisfactory performance.

By optimizing Equation 7, we aim to obtain an
assignment where each token is assigned a similar
prototype. The token-prototype assignment prob-
lem can be solved by the sinkhorn-knopp algorithm
(Cuturi, 2013), which is detailed in Appendix A.

2.4 Token-Prototype Assignment for O Tokens

Incomplete labeling noise is a common issue in the
distantly supervised named entity recognition task.
If we directly assign all O tokens to O prototypes,
features of unlabeled entity tokens will be pulled
closer to O prototypes and farther to prototypes of
their actual entity type, which leads to overfitting.
To mitigate the noise of incomplete labeling, we
specially design the denoised optimal transport al-
gorithm for O tokens. Specifically, we allow all

prototypes to participate in the assignment of O to-
kens. Here we denote the set of tokens labeled as
O class as To and the assignment matrix between
To and all prototypes as γo ∈ R|To|×KM . The de-
noised optimal transport is formulated as follows:

γ̂o = argmin
γo

∑

i∈To

KM∑

j=1

γoi,jC
all
i,j ,

s.t. γo1 = a, γo⊤1 = b

(8)

where Call = [Cc1 , . . . ,CcK ] ∈ R|To|×KM is the
cost matrix composed of the distances between fea-
tures of the token set To and all prototypes, and
[·] is the concatenation operation. The first con-
straint a = 1 ∈ R|To| indicates that each token is
expected to be assigned to exactly one prototype.
The second constraint is formulated as:

b = [
β|To|
M

1,
(1− β)|To|
(K − 1)M

1, . . . ,
(1− β)|To|
(K − 1)M

1

︸ ︷︷ ︸
K−1

]

(9)
where β is the assignment ratio for O prototypes.
It indicates that: (1) we expect β|To| tokens to be
assigned to O prototypes, (2) the remaining tokens
are assigned to non-O prototypes, (3) the token
features are evenly assigned to prototypes of the
same type.

Intuitively, before the model overfits the incom-
plete labeling noise, unlabeled entity tokens are
similar to prototypes of their actual entity type in
feature space. So these unlabeled entity tokens tend
to be assigned to prototypes of their actual entity
type in our similarity-base token-prototype assign-
ment. Therefore, tokens assigned to O prototypes
can be considered as true negatives while others
can be considered as label noise. We then modify
the CE loss in Equation 3 as follows:

ℓCE =−
∑

i∈T¬o

log
exp(s(hi,pci,m))∑

c′,m′ exp(s(hi,pc′,m′))

−
∑

i∈To
wi log

exp(s(hi,pi))∑
c′,m′ exp(s(hi,pc′,m′))

(10)
where T¬o =

⋃M
i=2 Tci is the set of tokens not

labeled as O, wi = 1(pi ∈ Pc1) is the indicator
with value 1 when the assigned prototype pi for
token i is of class c1 (O class). The first term of
Equation 10 is the loss for entity tokens which is
identical to traditional CE loss. The second term is
the loss for O tokens where only these true negative
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samples are considered. In this way, unlabeled
entity tokens will not misguide the training of our
MProto, and the noise of incomplete annotation
can be mitigated.

3 Experiments

3.1 Settings

NER Dataset. The distantly-annotated data is
generated from two wildly used flat NER datasets:
(1) CoNLL03 (Tjong Kim Sang, 2002) is an open-
domain English NER dataset that is annotated with
four entity types: PER, LOC, ORG and MISC. It is split
into 14041/3250/3453 train/dev/test sentences. (2)
BC5CDR (Wei et al., 2016) is a biomedical do-
main English NER dataset which consists of 1500
PubMed articles with 4409 annotated Chemicals
and 5818 Diseases. It is split into 4560/4579/4797
train/dev/test sentences.

Distant Annotation. We generate four different
distantly-annotated datasets based on CoNLL03
and BC5CDR for the main experiment: (1)
CoNLL03 (Dict) is generated by dictionary match-
ing with the dictionary released by Peng et al.
(2019). (2) CoNLL03 (KB) is generated by KB
matching follows (Liang et al., 2020). (3) BC5CDR
(Big Dict) is generated by dictionary matching with
the dictionary released by Shang et al. (2018). (4)
BC5CDR (Small Dict) is generated by the first 20%
of the dictionary used in BC5CDR (Big Dict). We
follow the dictionary matching algorithm presented
in (Zhou et al., 2022) and the KB matching algo-
rithm presented in (Liang et al., 2020).

Evaluation Metric. We train our MProto with
the distantly-annotated train set. Then the model is
evaluated on the human-annotated dev set. The best
checkpoint on the dev set is tested on the human-
annotated test set, and the performance on the test
set is reported as the final result. Entity prediction
is considered correct when both span and category
are correctly predicted.

Implementation Details. For a fair comparison,
we use the BERT-base-cased (Devlin et al., 2019)
for the CoNLL03 dataset, and BioBERT-base-
cased (Lee et al., 2020) for the BC5CDR dataset.
We set M = 3 prototypes per class and the hy-
perparameter search experiment can be found in
Appendix E. More detailed hyperparameters can
be found in Appendix B.

3.2 Baselines

Fully-Supervised. We implement a fully-
supervised NER model for comparison. The model
is composed of a BERT encoder and a linear layer
as the classification head. Fully-supervised model
is trained with human-annotated data, and the
performance can be viewed as the upper bound of
the DS-NER models.

AutoNER. AutoNER (Shang et al., 2018) is a
DS-NER method that classifies two adjacent tokens
as break or tie. To mitigate the noise of incomplete
labeling, the unknown type is not considered in
loss computation. For a fair comparison, we re-
implement their method to use BERT-base-cased
as the encoder for the CoNLL03 dataset and use
BioBERT-base-cased for the BC5CDR dataset.

Early Stoping. Liang et al. (2020) apply early
stopping to prevent the model from overfitting
the label noise. For a fair comparison, we re-
implement their method to use BERT-base-cased
as the encoder for the CoNLL03 dataset and use
BioBERT-base-cased for the BC5CDR dataset.

Negative Sampling. Li et al. (2021, 2022) use
negative sampling to eliminate the misguidance of
the incomplete labeling noise. We re-implement
their method and set the negative sampling ratio to
be 0.3 as recommended in (Li et al., 2021).

MPU. Multi-class positive-unlabeled (MPU)
learning (Zhou et al., 2022) considers the negative
samples as unlabeled data and optimizes with the
unbiasedly estimated task risk. Conf-MPU incor-
porates the estimated confidence score for tokens
being an entity token into the MPU risk estimator
to alleviate the impact of annotation imperfection.

3.3 Overall Performance

Table 1 shows the overall performance of our
MProto compared with various baselines in four
distantly-annotated datasets. We observe that our
MProto achieves state-of-the-art performance on
all four datasets. Specifically, our MProto achieves
+1.48%, +0.39%, +0.28%, and +0.60% improve-
ment in F1 score on BC5CDR (Big Dict), BC5CDR
(Small Dict), CoNLL03 (KB), and CoNLL03 (Dict)
compared with previous state-of-the-art methods.
We also notice that our MProto achieves consistent
improvement on all datasets. In contrast, previous
SOTA methods usually achieve promising results
on some datasets while performing poorly in other
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Model BC5CDR (Big Dict) BC5CDR (Small Dict) CoNLL03 (KB) CoNLL03 (Dict)
BERT (Fully Sup.) 87.45 (85.86/89.10) 91.30 (90.82/91.78)
DS Matching 64.32 (86.39/51.24) 15.69 (80.02/8.70) 71.40 (81.13/63.75) 63.93 (93.12/48.67)
AutoNER 73.02 (78.33/68.39) 19.90 (68.34/11.64) 64.03 (78.17/54.21) 59.47 (81.89/46.69)
Early Stopping 73.66 (80.43/67.94) 17.21 (75.60/ 9.71) 77.06 (84.03/71.16) 67.74 (86.34/55.74)
Neg Sampling 78.73 (79.30/78.17) 24.25 (78.93/14.32) 79.30 (83.16/75.78) 74.90 (83.71/67.78)
MPU 68.22 (56.50/86.05) 73.91 (70.08/78.18) 65.75 (58.79/74.58) 67.65 (63.63/72.22)
Conf-MPU 77.22 (69.79/86.42) 71.85 (81.02/64.54) 79.16 (68.58/79.75) 81.89 (81.71/82.08)
MProto 81.47 (77.53/85.84) 74.30 (73.41/75.22) 79.58 (79.80/79.37) 82.49 (84.27/80.79)

Table 1: Overall performance. The results are reported in “F1 (precision / recall)” format.

cases. We attribute this superior performance to
two main factors: (1) The denoised optimal trans-
port algorithm significantly mitigates the noise of
incomplete labeling in O tokens by leveraging the
similarity-based token-prototype assignment result,
leading to a performance improvement across vary-
ing annotation quality (with differences in dictio-
nary coverage or Distant Supervision matching al-
gorithms). (2) Our multiple prototype classifier can
characterize the intra-class variance and can better
model rich semantic entity classes, which improves
the robustness across diverse data domains.

3.4 Ablation Study
We conduct the ablation study in the following
three aspects. The results are shown in Table 2.

Multiple Prototypes. By representing each en-
tity type with multiple prototypes, the F1 score of
MProto improves by +0.95% on BC5CDR (Big
Dict) and by +1.26% on CoNLL03 (Dict). It
confirms that the multiple-prototype classifier can
greatly help the MProto characterize the intra-class
variance of token features.

Compactness Loss. By applying compactness
loss as elaborated in Equation 4, the F1 score of
MProto improves by +2.23% on BC5CDR and by
+0.29%. Simply optimizing the Cross-Entropy loss
in Equation 3 only encourages the token features
to be relatively close to the assigned ground-truth
prototypes. While the compactness loss directly
optimizes the distance between the token feature
and the prototype to be small, making the token
features of the same prototype more compact.

Denoised Optimal Transport. Compared with
assigning all O tokens to O prototypes, the denoised
optimal transport elaborated in Section 2.4 im-
proves the F1 score of MProto by +21.89% on
BC5CDR and by +34.14% on CoNLL03. The im-
provement indicates that the denoised optimal trans-
port significantly mitigates the incomplete labeling

(a) CoNLL03 (b) BC5CDR

Figure 3: Results on the distantly-annotated dataset with
different proportions of the dictionaries. “NegSamp.”
stands for Negative Sampling. “ES” stands for Early
Stopping. “DS” stands for dictionary matching.

noise in the DS-NER task.

3.5 Experiments on Dictionary Coverage

To analyze the performance of our method with dif-
ferent coverage of dictionaries, we generate distant
annotations with dictionaries of different propor-
tions following (Zhou et al., 2022). The distant
annotation quality can be found in Table 3 and the
experiment result is shown in Figure 3.

The result shows that the performance of Neg-
ative Sampling and Early Stopping drops signif-
icantly when the coverage of the dictionary de-
creases. When the dictionary size drops from 100%
to 20%, the F1 score of the Negative Sampling
drops by -54.48% on the BC5CDR dataset and by
-47.44% on the CoNLL03 dataset. The F1 score
of the Early Stopping drops by -56.13% on the
BC5CDR dataset and by -51.02% on the CoNLL03
dataset. This indicates that these methods suffer
severely from incomplete labeling noise. How-
ever, our MProto only suffers from a slight per-
formance drop compared with Negative Sampling
and Early Stopping. The F1 score drops only by
-7.17% on BC5CDR and by -9.29% on CoNLL03.
We can conclude that with multiple prototypes and
denoised optimal transport, our MProto is more
robust to the incomplete labeling noise and can
achieve better performance, especially on the DS-
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Model BC5CDR (Big Dict) CoNLL03 (Dict)

Loc. F1 Cls. F1 Prec. Rec. F1 Loc. F1 Cls. F1 Prec. Rec. F1

Default 81.80 92.21 77.53 85.84 81.47 89.04 86.31 84.27 80.79 82.49

w/o Multiple Prototypes 80.81 92.29 75.74 85.94 80.52 88.72 85.22 84.39 79.27 81.75
w/o Compactness Loss 79.64 91.05 75.05 83.92 79.24 88.79 86.06 84.09 80.40 82.20
w/o DOT 59.53 63.05 81.94 46.20 59.09 59.58 54.59 58.63 41.13 48.35

Table 2: Ablation Study.

Dataset Prec. Rec. F1

BC5CDR (20% Dict) 87.31 12.09 21.24
BC5CDR (40% Dict) 87.66 29.06 43.65
BC5CDR (60% Dict) 88.42 40.02 55.10
BC5CDR (80% Dict) 89.42 53.85 67.22
BC5CDR (100% Dict) 89.45 66.95 76.58

CoNLL03 (20% Dict) 81.49 10.55 18.67
CoNLL03 (40% Dict) 84.87 20.65 33.21
CoNLL03 (60% Dict) 87.58 30.68 45.44
CoNLL03 (80% Dict) 89.02 42.42 57.46
CoNLL03 (100% Dict) 91.62 52.15 66.47

CoNLL03 (KB) 82.31 62.17 70.84

Table 3: The distant annotation quality (span-level pre-
cision/recall/f1) of the datasets generated with different
dictionaries/KBs.

NER datasets with low-coverage dictionaries.

3.6 Visualization of Tokens and Prototypes

We get the token features and the embedding of
the prototypes from the best checkpoint on the dev
set. To visualize high-dimensional features, we
convert token features and prototype embeddings
to 2-dimensions by t-SNE.

As illustrated in Figure 4, we can conclude
that: (1) The intra-class variance is a common phe-
nomenon in the NER task. The token features of
Disease class form two sub-clusters. Representing
each entity type with only a single prototype can-
not cover token features in all sub-clusters. There-
fore, single-prototype networks cannot characterize
the intra-class variance and the performance will
suffer. (2) Our MProto can model the intra-class
variance in the NER task. For each sub-cluster
of Disease, there exists at least one prototype to
represent that sub-cluster. In this way, the perfor-
mance of the NER method can benefit from the
multiple-prototype network.

More visualizations on different datasets and
MProto with different prototypes can be found in
Appendix C.

Figure 4: The t-SNE visualization of token features
and prototypes on BC5CDR (Big Dict). We omit the
enormous O tokens for the clarity of demonstration.

(a) Entity token-prototype
similarity

(b) O token-prototype similar-
ity

Figure 5: The cosine similarity curve between tokens
and their actual prototypes over training steps

3.7 Effectiveness of Denoised Optimal
Transport

To validate the efficacy of our DOT algorithm, we
present the similarity between tokens and proto-
types over training steps in Figure 5. The token-
prototype similarity of each entity type is obtained
by:

simc =
1

|χc|
∑

x∈χc

max
m

s(x,pc,m) (11)

where χc is the set of tokens whose actual class is
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c (the actual class of token is obtained from human
annotation of CoNLL03) and s denotes the cosine
similarity function. As can be observed from the
figure, when the model is trained using the DOT,
the similarity between entity tokens and their actual
prototypes exhibits a consistent increase through-
out the training, thereby bolstering the entity token
classification performance. In contrast, the model
trained without DOT exhibits a decrease in sim-
ilarity, suggesting that the model overfits the in-
complete labeling noise. Regarding O tokens, the
similarity between O tokens and O prototypes is
higher when trained without DOT. This implies the
network tends to predict the O class, which leads
to false negative. While with our DOT algorithm,
this issue can be mitigated. Based on these obser-
vations, we can conclude that the DOT algorithm
plays a important role in alleviating the noise of
incomplete labeling, and thereby significantly en-
hancing the performance in the DS-NER task.

4 Related Work

Named entity recognition is a fundamental task
in natural language processing and has been ap-
plied to various downstream tasks (Li and Ji, 2014;
Miwa and Bansal, 2016; Ganea and Hofmann,
2017; Wu et al., 2020; Shen et al., 2021b; Wu
et al., 2022b, 2023). NER methods can be di-
vided into two main categories: tagging-based and
span-based. Tagging-based methods (Lample et al.,
2016; Huang et al., 2015) predict a label for each
token, which perform well at detecting flat named
entities while failing at detecting nested named
entities. Span-based methods (Sohrab and Miwa,
2018; Yu et al., 2020; Wang et al., 2020; Shen et al.,
2021a) perform classification over span representa-
tions, which performs well on the nested NER task
but is inferior in computational complexity. Tan
et al. (2021); Shen et al. (2022); Wu et al. (2022a)
design a query-based NER framework that opti-
mizes entity queries using bipartite graph match-
ing. Recently, some generative NER methods (Yan
et al., 2021; Shen et al., 2023a,b; Lu et al., 2022)
have been proposed with superior performance on
various NER tasks. These supervised NER meth-
ods require a large amount of annotated data for
training.

DS-NER. To mitigate the need for human annota-
tions, distant supervision is widely used. The main
challenge of the DS-NER task is the label noise, of
which the most widely studied is the incomplete

labeling noise. Various methods have been pro-
posed to address the noise in distant annotations.
AutoNER (Shang et al., 2018) design a new tag-
ging scheme that classifies two adjacent tokens to
be tied, broken, or unknown. Token pairs labeled
unknown are not considered in loss computation for
denoising. Negative sampling methods (Li et al.,
2021, 2022) sample O tokens for training to mitigate
the incomplete labeling noise. Positive-unlabeled
learning (PU-learning) (Peng et al., 2019; Zhou
et al., 2022) treats tokens labeled with O class as un-
labeled samples and optimizes with an unbiasedly
estimated empirical risk. Self-learning-based meth-
ods (Liang et al., 2020; Zhang et al., 2021c; Meng
et al., 2021) train a teacher model with distant anno-
tations and utilize the soft labels generated by the
teacher to train a new student. Other studies also
adopt causal intervention (Zhang et al., 2021a) or
hyper-geometric distribution (Zhang et al., 2021b)
for denoising. In our MProto, we propose a novel
denoised optimal transport algorithm for the DS-
NER task. Experiments show that the denoised op-
timal transport can significantly mitigate the noise
of incomplete labeling.

Prototypical Network. Our work is also related
to prototypical networks (Snell et al., 2017). Pro-
totypical networks learn prototype for each class
and make predictions based on the similarity be-
tween samples and prototypes. It is widely used
in many tasks such as relation extraction (Ding
et al., 2021) and the few-shot named entity recogni-
tion (FS-NER) task (Fritzler et al., 2019; Ma et al.,
2022). Previous prototypical networks for the NER
task are mostly single-prototype networks, which
do not consider the semantic difference within the
same entity type. Tong et al. (2021) try to incorpo-
rate multiple prototypes for O class in the FS-NER
task. However, they do not consider the intra-class
variance in entity classes and their clustering strat-
egy will introduce huge computational complexity
when training data is large. In our work, we uti-
lize multiple prototypes to represent each entity
type and solve the token-prototype assignment effi-
ciently with the sinkhorn-knopp algorithm. Exper-
iments confirm that our MProto can successfully
describe the intra-class variance.

5 Conclusion

In this paper, we present MProto, a prototype-based
network for the DS-NER task. In MProto, each cat-
egory is represented with multiple prototypes to
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model the intra-class variance. We consider the
token-prototype assignment problem as an opti-
mal transport problem and we apply the sinkhorn-
knopp algorithm to solve the OT problem. Besides,
to mitigate the noise of incomplete labeling, we
propose a novel denoised optimal transport algo-
rithm for O tokens. Experiments show that our
MProto has achieved SOTA performance on vari-
ous DS-NER benchmarks. Visualizations and de-
tailed analysis have confirmed that our MProto can
successfully characterize the intra-class variance,
and the denoised optimal transport can mitigate the
noise of incomplete labeling.

Limitations

The intra-class variance is actually a common phe-
nomenon in the NER task. Currently, we only try to
utilize the MProto on the distantly supervised NER
task. Applying MProto to the few-shot NER task
and the fully supervised NER task can be further
investigated.
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A Sinkhorn-Knopp Algorithm

We apply the sinkhorn-knopp algorithm (Cuturi,
2013) to solve the optimal transport and denoised
optimal transport elaborated in equation 7 and equa-
tion 8. In order to apply the sinkhorn-knopp algo-
rithm, we add an entropy regularizer as follows:

γ̂ = argmin
γ

∑

i

∑

j

γi,jCi,j + λr H(γ),

s.t. γ1 = a, γ⊤1 = b

(12)

where λr is the weight of the regularization and
H(γ) =

∑
i,j γi,j log(γi,j) is the entropy of the

assignment matrix.
We specify the pseudo-code for the sinkhorn-

knopp algorithm in Algorithm 1. Here the ⊘ cor-
responds to the element-wise division, a and b are
vectors that represent the weights of each sample
in the source and target distributions, C is the cost
matrix, λr is the regularization weight, and γ is the
assignment matrix.

The sinkhorn-knopp algorithm mainly consists
of several matrix operations which can be easily
accelerated by GPU devices. And we empirically
find that the sinkhorn-knopp algorithm can obtain
satisfying results in a few iterations in our work.
Therefore, applying the sinkhorn-knopp algorithm
to solve the token-prototype assignment problem
only has a slight impact on the speed of the training.

Algorithm 1 Sinkhorn-Knopp Algorithm

Require: a,b,C, λr

u0 = 1,K = exp(−C/λr)
for i in 1, . . . , n do
vi = b⊘K⊤ui−1

ui = a⊘Kvi

end for
return γ = diag(un)Kdiag(vn)

B Implementation Details and
Hyperparameters

We implement our MProto with Pytorch2 and Hug-
gingface Transformers3. All experiments are car-
ried out on a single RTX-3090 with 24G graphical
memory. And the training of the model can be
finished in approximately 2 hours.

We report the hyperparameters used in differ-
ent datasets in Table 4. When training, we use an

2https://pytorch.org/
3https://huggingface.co/transformers

BC5CDR CoNLL03

Big Dict Small Dict KB Dict

M 3 3 3 3
λc 0.05 0.1 0.05 0.01
α 0.9 0.5 0.5 0.9
β 0.01 0.01 0.05 0.01

Table 4: Hyperparameters used in different datasets.

AdamW optimizer with weight decay 0.0001 and
maximum gradient norm 1.0. The maximum learn-
ing is 0.0001, and the learning rate is warmed up
linearly in the first 100 steps and decayed linearly
afterward. The batch size is set to 32. We train the
model for 10 epochs in all experiments.

For the sinkhorn-knopp algorithm used in com-
puting the token-prototype assignment, we set the
regularization weight λr = 0.001 and the number
of iterations to 100.

C Feature Visualization

We further visualize the token features and the em-
bedding of the prototypes in different datasets and
model setups in Figure 6.

As shown in Figure 6a and Figure 6c, we can
see that even when the model is trained with only
a single prototype per entity type (M = 1), to-
ken features of the same entity type still tend to
form different sub-clusters due to the semantic dif-
ference. Therefore, it can be confirmed that the
intra-class variance is a common phenomenon in
the NER task regardless of the model.

Our MProto represents each entity type with mul-
tiple prototypes. As shown in Figure 4 and Figure
6b, for each sub-cluster of token features, there
exists at least one prototype to represent this sub-
cluster. In other words, our MProto can success-
fully model the intra-class variance of the entity
token features. The visualizations show that repre-
senting each entity type with multiple prototypes
rather than a single prototype is beneficial and can
significantly improve the performance in the DS-
NER task.

D Transport Plan of Unlabeled Entities

To analyze the effectiveness of our denoised op-
timal transport algorithm, we obtain the transport
plan by counting the assignment result of the unla-
beled entity tokens in the train set with a checkpoint
of MProto at the early stage of training.

As shown in Figure 7, most unlabeled entity
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(a) MProto (M = 1) on BC5CDR (Big
Dict)

(b) MProto (M = 3) on CoNLL03 (Dict) (c) MProto (M = 1) on CoNLL03 (Dict)

Figure 6: The t-SNE visualization of token features and prototypes. The visualization for MProto (M = 3) on
BC5CDR (Big Dict) can be found in Figure 4.

M
BC5CDR (Big Dict) CoNLL03 (Dict)

Prec. Rec. F1 Prec. Rec. F1

1 75.74 85.94 80.52 84.39 79.27 81.75
2 77.36 83.43 80.28 83.42 79.27 81.29
3 77.53 85.84 81.47 84.27 80.79 82.49
4 76.78 84.71 80.55 84.53 80.10 82.25
5 73.52 84.14 78.47 82.84 77.96 80.32
6 76.09 85.49 80.52 84.53 79.55 81.97

Table 5: Experiment with the different number of proto-
types.

tokens are assigned to prototypes of their actual
classes, and only a few tokens are mistakenly as-
signed to the O prototypes. With this observation,
we can confirm that before the model overfits the
label noise, unlabeled entity tokens tend to be simi-
lar to prototypes of their actual classes in the fea-
ture space. Therefore, they tend to be assigned to
prototypes of their actual classes in our similarity-
based token-prototype assignment. In our denoised
optimal transport, O tokens assigned to entity pro-
totypes are considered as label noise, and only O
tokens assigned to O prototypes are considered as
true negative samples. In this way, we can discrim-
inate unlabeled entity tokens from clean samples.
These unlabeled entity tokens are ignored in loss
computation so as not to misguide the training of
the model. And we can conclude that the denoised
optimal transport can effectively mitigate the in-
complete labeling noise in the DS-NER task.

(a) CoNLL03 (Dict) (b) BC5CDR (Big Dict)

Figure 7: The transport plan for unlabeled entities. The
y-axis represents the actual entity type of the unlabeled
entity tokens. The x-axis represents the class of the pro-
totypes that are assigned to the unlabeled entity tokens.

E Experiment on Different Number of
Prototypes

We try different M (the number of prototypes per
type) on BC5CDR (Big Dict) and CoNLL03 (Dict)
datasets. The results are reported in Table 5. It
shows that representing each entity type with 3 pro-
totypes is the optimal choice on both BC5CDR
(Big Dict) and CoNLL03 (Dict) datasets. Intu-
itively, there exists an ideal M for each entity type
based on the semantic complexity of that category.
And a too-large M or a too-small M will hurt the
performance of MProto. Besides, setting a too-
large M will reduce the number of tokens assigned
to each prototype. In this case, there might be no
enough token features for learning representative
prototypes, which leads to underfitting.
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(a) PER (b) LOC (c) ORG (d) MISC

Figure 8: The token-prototype similarity curve of each entity type over training steps.

F Similarity Curve of Different Entity
Types

To better analyze the effectiveness of denoised op-
timal transport algorithm, we additionally report
the similarity curve of each entity class in Figure 8.
The similarity is obtained by Equation 11.
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