
Proceedings of the 2023 Conference on Empirical Methods in Natural Language Processing: Industry Track, pages 32–45
December 6-10, 2023 ©2023 Association for Computational Linguistics

Towards Effective Automatic Debt Collection with Persona Awareness

Tong Zhang♠, Junhong Liu♣, Chen Huang♠, Jia Liu♣,
Hongru Liang♠, Zujie Wen♣, Wenqiang Lei♠†

♠ College of Computer Science, Sichuan University ♣ Ant Group, China
{scu.zhangtong, huangc.scu}@gmail.com {lianghongru, wenqianglei}@scu.edu.cn

{daniel.ljh, jianiu.lj, zujie.wzj}@antgroup.com

Abstract

Understanding debtor personas is crucial for
collectors to empathize with debtors and de-
velop more effective collection strategies. Thus,
we take the first step towards comprehensively
investigating the significance of debtor per-
sonas and present a successful commercial
practice on automatic debt collection agents.
Specifically, we organize the debtor personas
into a taxonomy and construct a persona-aware
conversation dataset. Building upon it, we im-
plement a simple yet effective persona-aware
agent called PAD. After two-month online test-
ing, PAD increases the recovery rate by 3.31%
and collects an additional ∼100K RMB. Our
commercial practice brings inspiration to the
debt collection industry by providing an effec-
tive automatic solution.

1 Introduction

Collecting overdue debts is challenging as it re-
quires debt collectors to strategically handle var-
ious excuses from debtors during outbound calls
(Yin, 2018; Shoghi, 2019). This is particularly dif-
ficult for novice collectors who lack experience in
strategy planning (Greiner et al., 2015). As a result,
they often fail to collect debts within a few calls,
leading to substantial financial losses. To assist
novices, financial companies have invested signifi-
cant efforts in developing automatic debt collection
agents (Yan et al., 2017; Wang et al., 2020; Qian
et al., 2022). These agents typically plan strate-
gies based on debtors’ intentions (Yan et al., 2017),
conversation history (Wang et al., 2020), and repay-
ment targets (Qian et al., 2022), advising novices
by selecting relevant utterance templates.

Unfortunately, the existing agents fail to tailor
their strategies to debtor personas, which comprise
various elements of identity1 (Song et al., 2021),
leading to ineffective collection. Taking Fig.1 as

† Corresponding author.
1Such as repayment ability and willingness.

Figure 1: A conversation history with two responses.
Response 2 is better than Response 1 by considering the
debtor personas driven from the conversation history.
The collection strategies are marked in red.

an example2, when dealing with a debtor facing
financial difficulties but having a positive attitude
towards repayment, advising him to repay in in-
stallments is more persuasive than warning him
about damaging his credit score. This shows the
significance of debtor personas, which can aid col-
lectors in empathizing with debtors’ characteristics
and behaviors to develop more effective collection
strategies. A natural idea arises: introducing debtor
personas into automatic debt collection agents.

In this paper, we take the first step in comprehen-
sively investigating the significance of debtor per-
sonas in automatic debt collection agents. Specifi-
cally, based on the outbound calls3, we systemat-
ically organize debtors’ identities into a persona
taxonomy by considering the relationship between
debtor personas and strategies. Furthermore, we in-
troduce a successful commercial practice: a simple
yet effective Persona-Aware Debt collection agent

2We translate Chinese conversations into English for better
understanding.

3In this work, we transcribe outbound calls into conversa-
tions using an Automatic Speech Recognition (ASR) system.
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Table 1: Examples of the four categories in our persona taxonomy. The keywords are marked in red.

Category Examples Persona

FH I am between jobs for two months. He is unemployed

FS My wife works out of town and only comes back once a year. He is married

CD Do not rush! I will settle my debts at the right time. Maybe a month later. He has a non-cooperative attitude

DS I have no extra money right now and still owe money for another platform He has multiple debts

(PAD). It is capable of dynamically summarizing
debtor personas reflected in ongoing conversations,
and integrating them into strategy planning and
response generation by using the attention mecha-
nism. As such, PAD brings inspiration to the debt
collection industry by providing a more efficient au-
tomatic solution: extracting debtor personas from
the real-time collection conversations and gener-
ating collection strategies and responses to debtor
excuses automatically.

Our experiments demonstrate that debtor per-
sonas have a universal and effective impact on vari-
ous agents, contributing to both strategy planning
and response generation. We successfully deployed
PAD for two months in a FinTech company’s con-
sumer loan scenario to assist novices. The online
testing results show that PAD increases the recov-
ery rate by 3.31% and helps to collect an addi-
tional ∼100K RMB. And the PAD constantly helps
novices when dealing with debtors of different per-
sonas, especially in developing collection strategies
based on the debtors’ repayment willingness. We
believe that our work could promote the advance-
ment of automatic persona-aware debt collection
agents, highlighting the potential to cut the capital
expenditure associated with coaching and training
novices.

In conclusion, our contributions are threefold: 1)
We emphasize the importance of debtor personas in
generating effective strategies and establish a per-
sona taxonomy for the first time. 2) We proposed
a simple yet effective debt collection agent called
PAD, which dynamically leverages the debtor per-
sonas reflected in ongoing conversations to gen-
erate effective strategies and responses. 3) Our
commercial practice reveals that leveraging debtor
personas results in better response quality, a higher
recovery rate, and significant financial benefits.

2 Persona Taxonomy Induction

In Fig.1, we have caught a glimpse of the signifi-
cance of debtor personas. To methodically examine
the correlation between debtor personas and strate-

gies, we formulate debtor personas and collection
strategies into two generalized taxonomies for the
first time. Next, we use the taxonomies to construct
a persona-aware conversation dataset designed for
our PAD development and persona analysis.
Persona Taxonomy. Inspired by (Cambazoglu
et al., 2021), we employ experienced collectors4

to induce debtor personas based on 2000 conver-
sations, creating a persona taxonomy. During the
induction, 13 experienced collectors are employed
together. Three of them, who have the highest
historical recovery rate, are chosen as coordina-
tors.The remaining 10 experienced collectors are
chosen as annotators. The induction consists of
four stages: annotation scheme creation, persona
annotation, scheme revision, and taxonomy induc-
tion (See Appendix A for more details). Basically,
1) the persona annotation scheme is created by co-
ordinators who identify keywords from debtors’
utterances. These keywords are conceptualized
into debtor personas. 2) Annotators then use this
scheme to annotate debtor personas on the remain-
ing debtors’ utterances. 3) During the annotation,
the annotation scheme is revised by the coordina-
tors if necessary. Note that stage 2 and stage 3
are conducted iteratively, where the annotation and
scheme revision are repeated. 4) The coordinators
finally structure and organize the annotated debtor
personas into a taxonomy.

Our persona taxonomy is a pioneering effort in
debt collection industry. It comprises four cate-
gories that reflect debtors’ repayment ability (i.e.,
FH, FS, and DS) and willingness (i.e., CD).

• Financial Health (FH) refers to the financial
situation of debtors, which reflects their financial
capacity to repay debts. FH comprises personas
on debtors’ employment, income, investments,
and real estate holdings.

• Family Status (FS) comprises personas that are
linked to the family circumstances of debtors,
including their parents, marital status, children,

4Collectors with a high recovery rate within a few calls.
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and family relationships. FS reflects the repay-
ment ability, as it provides insight into debtors’
financial responsibilities and obligations.

• Debt Status (DS) describes personas that en-
compass diverse types of debts owed by the
debtor, including credit card debt, multiple debts,
mortgages, and debt refinancing. DS reflects the
borrowing needs and repayment ability.

• Cooperation Degree (CD) refers to the level of
cooperation (Lei et al., 2022) that debtors exhibit
towards the collector’s strategies. This category
includes debtors’ repayment plans and attitudes
connected to their repayment willingness.

Strategy Taxonomy. We also establish a taxonomy
for strategies to study their interaction effects with
debtor personas. To achieve this, we collect ∼20K
experienced collectors’ utterances from online con-
versation logs. Then we cluster them into 46 clus-
ters using HDBSCAN (McInnes et al., 2017). Fol-
lowing this, we select 10 representative utterances
from each cluster based on their density. Similar to
persona taxonomy induction, we employ 8 experi-
enced collectors to annotate the strategies used in
these collector utterances and group them into cat-
egories. Finally, we identify 11 strategy categories
and show them with descriptions in Table 8.
Persona-aware Conversation Dataset (PCD). To
support our analysis and experiments, we create a
persona-aware conversation dataset using our es-
tablished two taxonomies. We collect transcribed
conversations made by 30 experienced collectors
from online logs. Given transcribed conversations,
we employ many experienced collectors to annotate
debtor personas as well as strategies. In addition
to annotating debtor personas and strategies, we
also annotate a binary label (i.e., 1 or 0) on each
utterance of debtors to indicate whether it exhibits
debtor personas or not. Please see Appendix B for
details about data annotation and data statistics.

3 Persona-aware Debt Collection Agent

As illustrated in Figure 2, our PAD consists of
two components, i.e., a persona extractor (PE) and
a suggestion generator. The former aims to fil-
ter out irrelevant utterances and summarize debtor
personas, while the latter provides the generated
strategies and responses as suggestions to novices.

3.1 Persona Extractor

The persona extractor formulates a two-stage pro-
cess, known as Filtering-then-Summarization. At

Figure 2: PAD overview.

the Filtering stage, we filter out irrelevant utter-
ances that do not contain any debtor persona. We
extend BERT (Devlin et al., 2018) to build a clas-
sifier that inputs the conversation history C and
predicts which utterance should be filtered. Specif-
ically, we prefix each utterance of the debtor with
a special token [SPC] and obtain these special to-
kens’ embeddings by BERT: (H1, H2, ...,Hm) =
BERT(C), where H i denotes the last hidden states
of the i-th [SPC] and m is the number of utterances.
Then the probability of i-th utterance being related
to debtor personas is given by ŷi = σ(W@Hi+B),
where σ is the sigmoid function. We use a cross-
entropy loss to optimize this model, and utterances
with ŷi > 0.5 are selected for the next stage.

At the Summarization stage, we utilize UniLM
(Dong et al., 2019) to generate debtor personas
by abstractive summarization (Zhong et al., 2021).
Particularly, we fine-tune UniLM to suit our per-
sona summarization scenario by maximizing the
probability P (ρ|Cs), where ρ denotes the debtor
personas and Cs denotes the selected utterances.

3.2 Suggestion Generator

Unlike existing methods that provide pre-defined
utterance templates as suggestions (Wang et al.,
2020; Qian et al., 2022), we aim to generate strate-
gies and responses using BART (Lewis et al.,
2019). To utilize personas effectively, we develop
a Persona-Aware Attention mechanism (PAA) to
incorporate them into the generation process.

In particular, BART first encodes the conver-
sation history C and debtor personas P indepen-
dently and yields their embeddings HC and HP .
Note that the P is the concatenation of summa-
rized personas from previous and current conversa-
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tions. Next, PAA extends the self-attention mech-
anism (Vaswani et al., 2017) to fuse personas em-
beddings HP into the conversation embeddings
HC . Formally, PAA involves the computation
of query matrices (i.e., Q) on HC , and the com-
putation of key and value matrices (i.e., K and
V ) on both HC and HP . Its output is given by
A = FFN(softmax(QKT )V ). Here, A is fed
into the BART decoder to generate strategies and
responses simultaneously. Due to the limited space,
we leave PAD’s training details in Appendix C.

4 Empirical Experiments

We evaluate the effectiveness of personas and our
PAD, guided by three research questions: RQ1:
How does PAD compare with existing debt collec-
tion agents? RQ2: Are debtor personas effective?
RQ3: To what extent can PAD improve novices’
collection performance in the online scenario?

4.1 Experimental Setups

Baseline Methods. We compare PAD with the fol-
lowing methods: 1) existing automatic collection
agents, including Flow-based model (Yan et al.,
2017), TSBC (Wang et al., 2020), and P2T
(Qian et al., 2022), and 2) a LLM-powered agent,
ChatGLM-6B5 (Zeng et al., 2022). All Baselines
(i.e., including ChatGLM-6B6) are fine-tuned on
the PCD dataset. We also perform an ablation
study to examine the effectiveness of Persona Ex-
tractor (i.e., PAD w/o PE) and Persona-Aware At-
tention (i.e., PAD w/o PAA). Here, PAD w/o PAA
takes the concatenation of the conversation history
and the summarized debtor personas as inputs. See
Appendix D for implementation details.
Evaluation Metrics. To evaluate the RQ1 and RQ2,
we evaluate the performances of various collection
agents from two aspects. 1) Strategy Planning. We
follow (Joshi et al., 2021; Deng et al., 2023a) and
assess the accuracy of the predicted strategies by
both macro and micro scores of F1 and ROC AUC
metrics. The macro scores indicate how the model
performs on infrequent strategies, whereas the mi-
cro scores provide a thorough assessment of the
model’s performance by considering the strategy
imbalance. 2) Response Quality. We consider four

5To avoid the risk of data leakage, we opted for ChatGLM,
a powerful and open-source language model, over ChatGPT.

6The debt collection requires proactive behaviors such as
persuasion and negotiation (Shoghi, 2019), which are typically
beyond the capabilities of LLMs (Deng et al., 2023a,b). We
have fine-tuned LLMs to suit our specific scenario.

automatic generation metrics, including perplex-
ity (PPL) (Jelinek et al., 1977), BLEU (Papineni
et al., 2002), ROUGE-L (Lin and Och, 2004) and
BertScore (Zhang et al., 2019). Additionally, we
carry out human evaluations using three metrics
(Liang and Li, 2021): Readability, which evaluates
the responses’ fluency, Effectiveness, which mea-
sures whether the responses are tailored to debtor
personas, and Coherence, which assesses whether
the responses are relevant and consistent with the
ongoing conversations. We sample 500 conversa-
tions from the test set and then present the history
of conversations and the generated responses to 5
experienced collectors. We ask them to rate each
aspect in four different levels 0/1/2/3. The final
scores are the average scores annotated by all ex-
perienced collectors. We measure the inter-rater
reliability with Fleiss’ Kappa (Fleiss and Cohen,
1973). Our annotations obtain “good agreement”
for Effectiveness (0.624) and “moderate agreement”
for Readability (0.556) and Coherence (0.543).

To evaluate the RQ3, we examine two metrics
that indicate the performance of online collection.
1) Recovery Rate. It quantifies the proportion of
debt repaid by the debtor in relation to the total
amount owed. A higher ratio indicates a more
effective debt collection. 2) Call Number. It repre-
sents the total number of calls made to complete
the debt collection process. A lower call number
reflects a more efficient debt collection process.

4.2 Agent Performance Comparison (RQ1)

This section aims to evaluate the collection perfor-
mance of PAD in comparison to existing automatic
agents. As shown in Table 2, in terms of strategy
planning, we observe that PAD constantly outper-
forms baselines, demonstrating its superior strat-
egy planning capabilities and potential for strategic
assistance. On average, PAD performs 13% better
than the current SOTA automatic collection agent
(i.e., P2T) in both F1 and ROC AUC metrics. It
also shows an improvement of 6% compared to
sophisticated LLM (i.e., ChatGLM). Moreover, in
terms of response quality, our automatic and hu-
man evaluations demonstrate that PAD has large
advantages over other baselines. According to Ta-
ble 2, compared to the best performance of the
current baselines, PAD improves response perplex-
ity (i.e., PPL) by 2%, lexical feature (i.e, B-1, B-2
and R-L) by 7%, semantic feature (i.e., BS) by 4%.
Also, PAD achieves the highest scores in terms of
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Table 2: Agent performance comparison. We report BLEU-1/2 (i.e., B-1/2), ROUGE-L (i.e., R-L), and BertScore
(i.e., BS). We omit partial comparisons to existing agents (Row 1-3) as their responses are template-based.

Models
Strategy Planning Response Quality

F1 ROC AUC Automatic Human
Macro↑ Micro↑ Macro↑ Micro↑ PPL↓ B-1↑ B-2↑ R-L↑ BS↑ Readability↑ Effectiveness↑ Coherence↑

Flow-based 17.52 37.96 55.63 61.70 - - - - - - 1.91 1.87
TSBC 23.20 44.27 65.39 66.18 - - - - - - 2.21 2.04
P2T 24.11 44.66 67.60 70.12 - - - - - - 2.24 2.07
ChatGLM 28.66 46.25 70.21 72.30 6.25 23.17 16.10 28.04 68.24 2.46 2.45 2.38
PAD 31.27 48.01 75.39 77.59 6.12 24.56 18.23 29.47 70.81 2.49 2.61 2.59

Table 3: Persona effectiveness analysis.

Models
Strategy Planning Response Quality

F1 ROC AUC Automatic Evaluation Human Evaluation
Macro↑ Micro↑ Macro↑ Micro↑ PPL↓ B-1↑ B-2↑ R-L↑ BS↑ Readability↑ Effectiveness↑ Coherence↑

P2T 24.11 43.31 67.60 70.12 - - - - - - 2.24 2.07
P2Tpersona 25.85 44.31 68.76 71.19 - - - - - - 2.32 2.24
ChatGLM 28.66 46.25 70.21 72.30 6.25 23.17 16.10 28.04 68.24 2.46 2.45 2.38
ChatGLMpersona 30.98 47.76 72.49 75.90 6.17 23.94 17.16 28.63 70.25 2.52 2.55 2.56
PAD w/o PE 26.93 44.41 68.55 71.24 6.39 22.51 15.97 27.34 67.11 2.21 2.30 2.27
PAD w/o PAA 29.76 46.89 71.46 72.83 6.27 23.53 16.49 28.23 68.94 2.47 2.52 2.51
PAD 31.27 48.01 75.39 77.59 6.12 24.56 18.23 29.47 70.81 2.49 2.61 2.59

Readability, Effectiveness, and Coherence. There-
fore, we experimentally show that PAD has the
potential to provide more tailored, readable, and
coherent responses to novices as suggestions.

4.3 Persona Effectiveness Analysis (RQ2)

This section aims to conduct an in-depth analysis
of the role of debtor personas through an ablation
study. We enhance P2T and ChatGLM, the two
strongest baselines, by incorporating persona in-
formation for comprehensive analysis. Here, we
refer to them as P2Tpersona and ChatGLMpersona,
respectively. Both models share the same inputs
with the PAD w/o PAA. As evidenced by Table 3,
we find that debtor personas have a universal and
effective impact on strategy planning and response
quality across various models.

In terms of strategy planning, debtor personas
lead to a significant enhancement in PAD, P2T, and
ChatGLM models. The integration of debtor per-
sonas leads to an average increase of +4% in F1
and ROC AUC for PAD (Row 3 vs. Row 5) and
+4% for ChatGLMpersona (Row 3 vs. Row 4) and
+2% for P2Tpersona (Row 1 vs. Row 2). Moreover,
in terms of response quality, debtor personas make
the responses generated by PAD, P2Tpersona, and
ChatGLMpersona models more human-like in both
lexical and semantic aspects. For example, PAD
outperforms PAD w/o PE in terms of lexical simi-
larity. In detail, it improves the BLEU-1 score by
2.05, the ROUGE-L score by 2.13, and the PPL

by 0.27. This indicates that the responses gener-
ated by PAD have more word overlaps with the
ground truth. Additionally, PAD shows a semantic
improvement of +3.70 on BertScore, indicating the
semantics of its generated responses are closer to
the ground truth.

Interestingly, we find that PAD maintains its
superiority over ChatGLMpersona due to the en-
hancement of its PAA mechanism. Sharing the
same inputs, PAD w/o PAA performs worse than
ChatGLMpersona in all metrics, indicating that the
BART model, used in PAD w/o PAA, is relatively
inferior to ChatGLM. Fortunately, the superiority
of the PAA mechanism bridges this gap. The PAA
mechanism further enhances the performance of
PAD, allowing it outperforms ChatGLMpersona in
most metrics. This suggests that the PAA mecha-
nism is better suited for generating tailored strate-
gies and responses. For a comprehensive study, we
also evaluate the quality of debtor personas sum-
marized by our Persona Extractor in Appendix F.

4.4 Online Collection Performance (RQ3)

Based on a real-world consumer loan scenario from
a large FinTech company, we conduct online testing
to evaluate the effectiveness of different agents in
terms of novice assistance. We report the overall
performance of these agents and further analyze
the collection strategies used by different collectors
to deal with debtors of varying personas.
Online deployment. Our machine is an NVIDIA
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Table 4: Recovery rates on different debtor personas.

Different Debtor Personas Nov. PAD Exp.

FH

Employed 19.26% 23.96% 28.11%
Unemployed 9.91% 14.55% 20.34%
Low Income 8.36% 13.58% 17.12%
Investment Failure 3.08% 3.88% 6.55%

FS

Married 12.17% 18.51% 23.33%
Unmarried 5.24% 9.14% 13.35%
Have Children 11.26% 16.27% 20.73%
Bad Family Relationship 7.98% 10.37% 11.81%

CD
Specified Repayment Plan 26.77% 30.92% 31.93%
Positive Attitude 25.12% 32.52% 35.26%
Non-cooperative Attitude 4.63% 6.76% 8.09%

DS Multiple Debts 7.70% 9.78% 14.21%
Debt Refinancing 8.79% 9.81% 15.98%

A10 GPU and the online service requires the agent
to provide suggestions within 500ms. To improve
the inference efficiency of PAD, we perform Int-
8 quantization and cuda acceleration on UniLM
and BART using the CTranslate2 API7. After de-
ployment, we use the validation set of PCD to test
PAD’s latency with a batch size of 1. From Table
5, we observe PAD’s average latency is 322ms and
its slowest latency under 90% coverage is 406ms,
which meets our online needs. Despite the Chat-
GLM is more powerful than BART (cf. in Section
4.3), it fails to meet the real-time efficiency need
even after Int-8 quantization and is impractical for
our high-volume scenarios. In the future, we plan
to explore the deployment of LLMs, such as distill-
ing them into smaller models.

Table 5: The online latency testing results.

Models Avg. Latency 90% Converage
ChatGLM (INT-8) 2532ms 2841ms

PAD (Vanilla) 765ms 978ms
PAD (INT-8) 322ms 406ms

Collection Performance. We randomly divided
1000 novices with similar historical recovery rates
and call numbers into 5 groups, four of which are
assisted by four automatic agents (i.e., PAD, P2T,
TSBC, and Flow-based.), respectively. After two
months of online testing, we randomly sampled
20000 conversations from each group and com-
pared their average recovery rate and call number.

Fig.3 shows the improved effectiveness of four
automatic agents compared to the control group
(i.e., novices without assistive agents). Here, PAD
achieves a significantly higher recovery rate (i.e.,
3.31%) and contributes to the lowest call number
(i.e., -0.37). Compared to the control group, PAD-
assisted novices collect an extra ∼100K RMB in
debt and reduce their daily call time by approxi-

7https://github.com/shamilcm/CTranslate2

mately one hour. We further delve into the effec-
tiveness of PAD in dealing with debtors of different
personas. According to Table 4, PAD consistently
outperforms novices, resulting in an average recov-
ery rate increase of 2.48% on FH, 4.86% on FS,
5.55% on CD, and 1.30% on DS. This indicates
that PAD is particularly beneficial for novices in
developing collection strategies based on debtors’
repayment willingness (i.e., CD). However, PAD’s
performance is less significant when considering
debtors’ repayment ability (e.g., DS). One possible
explanation is that debtors’ repayment ability is
influenced by many factors (e.g., having multiple
debts) and debtors may not voluntarily disclose in-
formation related to these factors. To overcome
this, one promising research topic for automatic
collection agents is to adopt a proactive strategy
policy that prompts debtors to disclose information,
as experienced collectors do.

Figure 3: Improvement over novices, assisted by various
automatic collection agents.

Collection Strategy Analysis. We investigate the
collection strategy differences used by collectors
and PAD. Due to space limitations, we focus on
married debtors (i.e., PAD has significant improve-
ment) and analyze the differences in strategy dis-
tribution and strategy transitions. We leave more
analysis for other debtors in Appendix E.

For married debtors, we first quantitatively ana-
lyze the differences in strategy distribution among
three groups: novices, novices assisted by PAD,
and experienced collectors. Inspired by (Liu et al.,
2021), we compute the distribution of strategies at
different phases of the conversations for each group.
For a conversation with L utterances in total, the
k-th (1 ≤ k ≤ L) utterance is from the collector
and adopts the strategy st, we say that it locates
at the conversation progress k/L. Specifically, we
split the conversation progress into four phrases:
[0, 1] =

⋃4
i=0[i/5, (i + 1)/5)

⋃{1}. Then, we
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Table 6: Strategy transition analysis (persona=’Have Children’).

Groups Top-2 3-hop strategy transition sorted by frequency

Nov.
Ask about repayment plan → Ask about job status → Request repayment by deadline
Ask about repayment plan → Ask about asset status → Request repayment by deadline

PAD
Ask about repayment plan → Inform credit damage → Request repayment by deadline
Request repayment by deadline → Inform legal consequences → Inform credit damage

Exp.
Request repayment by deadline → Ask about repayment plan → Negotiate Installment
Ask about repayment plan → Inform credit damage → Request repayment by deadline

count the proportions of different strategies in each
phrase and quantify the average L2 distance of the
distribution between experienced collectors and the
other two groups at different phrases.

Table 7: L2 distance between experienced collectors
and the other two at different phrases.

Phase 1 Phase 2 Phase 3 Phase 4

Novice 0.38 0.32 0.46 0.34
+ PAD 0.13 0.11 0.10 0.12

As shown in Table 7, we observe that PAD-
assisted novices have a more similar strategy dis-
tribution to experienced collectors than novices
(-0.26, on average). This indicates that PAD ef-
fectively leverages debtor personas to improve its
strategy planning ability. We also conducted an
in-depth analysis of the differences in strategy tran-
sitions among the three groups, as shown in Table
6. While novices plan strategies indiscriminately,
PAD-assisted novices master an effective strategy
transition used by experienced collectors (marked
in red). However, experienced collectors are more
inclined to assess the debtor’s willingness to re-
pay and suggest installment repayment (marked in
blue), considering the potential economic pressure
of married debtors. In contrast, PAD often adopts
a relatively harsher strategy transition by inform-
ing the debtor of legal consequences and impaired
credit (marked in green). The strategic differences
provide valuable insights for our future studies.

5 Related Work

Automatic Debt Collection Agent. Designing
automatic agents to assist novices is important
for financial companies (Yan et al., 2017; Wang
et al., 2020; Qian et al., 2022). Current agents first
plan strategies and then retrieve utterance templates
to novices as suggestions. Particularly, they plan
strategies by traversing a pre-defined conversation
flow (Yan et al., 2017), formulating a multi-label
classification on the basis of BERT (Wang et al.,

2020), or relying on the repayment probability of
the debtor (Qian et al., 2022). However, they fail
to tailor strategies to debtors of different personas.
Moreover, the utterance templates also require huge
human efforts to construct and maintain.
Conversations with Persona. Pre-defined user per-
sonas have boosted the performance on many con-
versational tasks, such as goal-oriented dialogues
(Zhang et al., 2018), empathetic dialogue (Zhong
et al., 2020) and open-domain dialogue (Liu et al.,
2020). However, implementing user personas in
real-world applications can be challenging, as it is
impractical and unnatural (Xu et al., 2022; Wang,
2021) to require users to provide personas informa-
tion before conversations, especially in sensitive
scenarios such as debt collection. Previous stud-
ies on debtors’ personas in debt collection have
mainly focused on a statistical analysis of their so-
cial behaviors(Ghaffari et al., 2021; Goetze et al.,
2023), barely touching the scenario of automatic
collection agents. Therefore, there is an urgent
need for systematically analyzing and utilizing the
personas to promote the development of automatic
debt collection agents. This motivates us to share
our commercial practice that had been successful
in our financial services.

6 Conclusion

We share a commercial practice on automatic debt
collection agents. Our study involves organizing
the debtor’s identity into a taxonomy and present-
ing a successful implementation on the persona-
aware agent. We emphasize how our practice ad-
dresses a common problem in tailored strategy
planning. This provides inspiration for the debt
collection industry by offering a more efficient and
effective automatic solution that leverages personas
to improve recovery rates in online financial ser-
vices. Moving forward, we plan to further explore
the potential of persona-aware agents in reducing
the capital expenditure associated with training and
coaching novice agents.
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Ethics Statement

Intended Use by novice collectors: Our PAD is
intended to provide strategy and response guidance
and help novice collectors to improve their debt
collection performance.
Data annotation: Since the conversations are an-
notated by experienced collectors of real-world fi-
nancial companies, we do not require any addi-
tional compensation for this annotation.
Privacy: Due to the data retention policy, the call
conversations will not be used for model training
and evaluation if the debtor does not give permis-
sion. To protect debtor privacy, we remove per-
sonally identifiable information such as credit card
numbers and phone numbers when collecting the
data. Furthermore, the data used in this paper are
all processed by data abstraction and data encryp-
tion. The annotators and researchers are unable to
restore the original data.
Prevention of potential abuse: In some cases, the
suggestion generated by the generative language
models may contain potential biases toward a spe-
cific race or gender. To ensure the generated re-
sponses are appropriate and non-discriminative for
all debtors, we conduct a post-processing proce-
dure for all generated responses. It uses a con-
tinuous monitoring system to strictly control the
exposure risk of the responses and filter biased con-
tent in real time.
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A Persona Taxonomy Induction

We follow (Cambazoglu et al., 2021) to induce our
persona taxonomy. We ask experienced collectors
to induce debtor personas based on 2000 conver-
sations, creating a persona taxonomy. During the
induction, 13 experienced collectors are employed
together. Three of them, who have the highest his-
torical recovery rate, are chosen as coordinators and
responsible for annotation scheme creation, scheme
revision and taxonomy induction. The remaining
10 experienced collectors are chosen as annotators
and responsible for persona annotation based on
the scheme established by the coordinators. Our
taxonomy induction consists of four stages: annota-
tion scheme creation, persona annotation, scheme
revision, and taxonomy induction.

Persona Annotation Scheme. Initially, the co-
ordinators have been assigned the responsibility of
identifying relevant keywords from 50 randomly
sampled conversations. They select the keywords
that may help to develop effective collection strate-
gies based on their years of business experience.
They then annotate the debtor personas represented
by the keywords and provide descriptions for each
persona. Through discussions, they create a prelim-
inary persona annotation scheme, which guides the
persona annotation process.

Persona Annotation & Scheme Revision.
Based on the annotation scheme, the 10 annota-
tors label debtor personas for the remaining con-
versations. As the annotators may encounter new
personas or face confusion with the preliminary
scheme, the scheme could be revised during the
annotation process. Thus, we design an iterative
process, where each iteration consists of two steps:
persona conceptualization and scheme revision.

• Persona Conceptualization. Annotators in-
dividually annotate debtor personas on the
sampled conversations. They identify key-
words in debtors’ utterances and conceptual-
ize them into specific personas defined in the
annotation scheme. For example, if a debtor

says "I am between jobs for two months, and
I’m struggling to make ends meet with the
little money I have", the annotators analyze
the keywords (i.e., "between jobs" and "strug-
gling to make ends meet") and conceptualize
them into the specific personas of "He is un-
employed" and "He has financial difficulties",
respectively.

• Revision. Along with the persona annota-
tion, the annotation scheme may be revised
when annotators encounter ’challenges’. In
this case, the coordinators are required to
meet with the annotators and discuss the ’chal-
lenges’ they encounter. Here, the annotators
consider the following ’challenges’ and the
coordinators make substantial changes to the
annotation scheme accordingly:

– Personas, represented in certain key-
words, are helpful for planning effective
collection strategies but are not in the cur-
rent annotation scheme. In this case, the
coordinators should append the new per-
sonas into the annotation scheme after
discussion.

– If a persona’s description is unclear or
ambiguous to annotators, the description
should be removed. Then Coordinators
should create new descriptions that are
clear, concise, and unambiguous.

Taxonomy Induction. The coordinators gather
the annotated debtor personas and group them into
categories. Note that if there is any disagreement
in the categorization, coordinators resolve it by the
majority voting method. Finally, we structure and
organize debtor personas into a taxonomy, which
covers four categories, including Financial Health,
Family Status, Cooperation Degree, and Debt Sta-
tus.

B Persona-aware Conversation Dataset

To support our analysis and experiments, we an-
notate a persona-aware conversation dataset using
our established two taxonomies. We first collect
large conversations made by 30 experienced col-
lectors. Then inspired by (Wang et al., 2019; Chen
et al., 2021), we carefully design and implement
our annotation process.
Strategy annotation: We ask 8 experienced col-
lectors to annotate strategies used in the utterances
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Table 8: Strategy types and their descriptions

Strategy Description

Inform legal consequences informs debtors that we may exercise our legal rights to collect debts, such as legal action.

Inform credit damage informs debtors that their Credit Report will be impaired, leading to negative impacts on their daily life.

Inform overdue interest informs debtors that overdue interest will be charged, increasing their financial obligations.

Inform high-risk account informs debtors that their accounts will be marked as high-risk, limiting their future borrowing.

Request repayment by deadline requests debtors to repay their debts by a specified deadline.

Request capital turnover requests debtors to turnover cash flow from other sources.

Ask about repayment plan asks debtors about their repayment plan, including repayment time.

Ask about job status asks debtors about their job status, such as employment status, salary, and payroll time.

Ask about asset status asks debtors about their asset status, such as their real estate and car.

Negotiate installment negotiates with debtors about the repayment plan by installments.

Non-Strategy includes general ones such as greetings, and task-specific ones such as identity confirmation.

of collectors. They initially annotate 10 conversa-
tions, discuss disagreement and revise the annota-
tion criteria. Then they conduct two iterations of
annotation exercises on 10 additional conversations,
achieving an inter-annotator reliability of Krippen-
dorff’s alpha of above 0.70 for all strategies. Once
the criteria is finalized, each collector continues to
annotate the remaining conversations individually.
Note one utterance may include multiple strategies.

Table 9: The overall statistics of PCD dataset.

Data Statistics
# conversations 50350
Avg. turns per conversation 17.06
Avg. tokens per utterance 24.35
Avg. personas per conversation 4.17
Avg. strategies per utterance 3.53
Total unique tokens 4431

Table 10: The strategy proportions in the PCD dataset.

Strategy Proportion
Inform legal consequences 10.85%
Inform credit damage 8.56%
inform overdue interest 8.96%
inform high-risk account 9.75%
Request capital turnover 9.50%
Request repayment 11.42%
Ask about repayment plan 8.32%
Ask about job status 9.32%
Ask about asset status 6.23%
Negotiate installment 10.06%
Non-Strategy 7.31%

Persona annotation: We ask 22 experienced col-
lectors to annotate debtor personas exhibited in the
utterances of debtors. In addition to annotating de-

tailed debtor personas, they also need to annotate
a binary label (i.e., 1 or 0) on each debtor’s utter-
ance to indicate whether it exhibits debtor personas
or not. Similar to the strategy annotation process,
they conduct two iterations of annotation exercises
and achieve 64.78 pair-wise Rouge-L scores (Chen
et al., 2021). Then they continue to annotate the
remaining conversations individually.

We name this annotated conversation dataset
PCD and show its statistics in Table 9 and 10.

C Training Details of PAD

PAD consists of two components, i.e., a persona
extractor (PE) and a suggestion generator. The for-
mer aims to filter out irrelevant utterances and sum-
marize debtor personas, while the latter provides
the generated strategies and responses as sugges-
tions to novices. We optimize the two components
independently and show their training details as
follows.

C.1 Persona Extractor

The persona extractor formulates a two-stage
process, known as Filtering-then-Summarization.
Note the models used in the two stages are also op-
timized independently. At the Filtering stage, we
aim to filter out utterances not contain any debtor
personas. Since online conversations are ongo-
ing and turn-based, to ensure the consistency of
training and inference, we split our training con-
versations into segments (S1, S2, ..., Sm) based
on each turn. The segment Si includes the i-th
debtors’ utterance and its preceding conversation
history. For each segment Si, we prefix each utter-
ance of the debtor with a special token [SPC] and
obtain these special tokens’ embeddings by BERT:
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(H1, H2, ...,H l) = BERT(Si), where H i denotes
the last hidden states of the i-th [SPC] and l is
the number of debtors’ utterances in this segment.
Then the probability of i-th utterance being related
to debtor personas is given by ŷi = σ(W@Hi+B),
where σ is the sigmoid function. We optimize the
Filtering stage by a standard cross-entropy loss:

LCE = − 1

m

m∑

i=1

[y log ŷi + (1− yi) log(1− ŷi)]

Where ŷi is available in our PCD dataset as we
annotate this information on debtors’ utterances
(See details in Appendix B). Finally, we input the
utterances with ŷi > 0.5 to the next stage.

At the summarization stage, we aim to summa-
rize debtor personas ρ based on the selected utter-
ances Cs from the filtering stage. The ρ consists
of several phrases that describe debtor personas,
such as "He is unemployed" and "He has financial
difficulties". We concatenate these phrases into a
token sequence ρ = {x1, x2, ..., xN}. Our training
goal of the summarization stage is to maximize
the conditional probability P (ρ|Cs). We need to
optimize our UniLM by the following negative log-
likelihood (NLL) loss:

LNLL = −E log p(ρ|Cs)

= −E
N∑

t=1

log p(xt|Cs, x<t)

where N is the length of the ground personas ρ and
x<t denotes previously generated tokens.

C.2 Suggestion Generator

Taking the conversation history C and summarized
debtor personas ρ as inputs, we use BART to gener-
ate strategies and responses. Formally, we concate-
nate the ground strategies st and ground responses
re as R = st ⊕ re, where ⊕ is the concatenate
operation. Our training goal is to maximize the
probability P (R|C, ρ). This probability is also op-
timized by the NLL loss similar to UniLM:

LNLL = −E log p(R|C, ρ)

= −E
M∑

t=1

log p(Rt|C, ρ,R<t)

where M is the total length of the ground truth R
and R<t denotes previously generated tokens.

D Implementation of PAD and Baselines

D.1 PAD Implementation Details

The implementation of all our models used in PAD
(i.e., BERT, UniLM and BART) is based on Py-
torch and Transformers toolkit (Wolf et al., 2020).
In particular, for our BERT, we adopt the bert-base-
chinese version8. For our UniLM, We adopt the
version9 that is pretrained on large chinese sum-
marization data (Xu et al., 2020). For our BART,
we choose a powerful version for chinese10 (Shao
et al., 2021). To support PAD’s training, we split
our PCD dataset into training, validation, and test
sets using a ratio of 7:2:1. Then we train all models
by an AdamW optimizer (Loshchilov and Hutter,
2017), with a learning rate of 2e-5, warmup rate
of 0.1, batch size of 24 and max epochs of 10. We
select the checkpoints with the lowest perplexity
scores on the validation set for evaluation. During
inference, the UniLM decodes debtor personas by
beam search (Sutskever et al., 2014) with 4 beams.
The BART decodes strategies and responses by
the Nucleus sampling (Holtzman et al., 2019) with
a top-k of 50, a top-p of 0.95, and temperature
τ = 2.0. All of our experiments are conducted on
two NVIDIA A100 GPUs.

D.2 Baselines Implementation Details

The flow-based agent is designed with the help of
experienced collectors who manually pre-define a
conversation flow based on their business experi-
ence. Relying on an existing debtor intention classi-
fication model, the agent plans next-step strategies
based on the recognized debtors’ intentions and the
manually configured conversation flow.

Regarding the TSBC and P2T agents, we imple-
ment them based on their original papers (Wang
et al., 2020; Qian et al., 2022). We also implement
the ChatGLM-based agent using the guidance of
the GitHub repository11. For these three agents,
we train/fine-tune them on our PCD dataset using
AdamW optimizer, with a learning rate 2e-5, batch
size 24 and max epochs for 10. We choose the
model with the highest validation accuracy for test-
ing. During the inference of the ChatGLM-based
agent, we adopt the Nucleus sampling to gener-
ate strategies and responses, with a Top-k of 50, a
Top-p of 0.95, and temperature τ = 2.0.

8https://huggingface.co/bert-base-chinese
9https://github.com/YunwenTechnology/Unilm

10https://huggingface.co/fnlp/bart-base-chinese
11https://github.com/THUDM/ChatGLM-6B
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Groups Top-2 3-hop strategy transition sorted by frequency

Nov.
Ask about repayment plan → Request repayment by deadline → Ask about job status
Request repayment by deadline → Inform overdue interest → Ask about repayment plan

PAD
Ask about repayment plan → Inform credit damage → Inform legal consequences
Ask about repayment plan → Ask about job status → Request repayment by deadline

Exp.
Ask about repayment plan → Request repayment by deadline → Request capital turnover
Request repayment by deadline → Inform credit damage → Negotiate Installment

Table 11: Top-2 most frequent strategy transitions on the persona of Investment Failure among three groups: novices,
novices assisted by PAD and experienced collectors.

Groups Top-2 3-hop strategy transition sorted by frequency

Nov.
Ask about repayment plan → Request repayment by deadline → Inform overdue interest
Ask about job status → Request repayment by deadline → Ask about repayment plan

PAD
Ask about repayment plan → Inform credit damage → Ask about asset status
Ask about repayment plan → Inform legal consequences → Negotiate Installment

Exp.
Inform credit damage → Ask about asset status → Inform high-risk account
Request repayment by deadline → Inform credit damage → Negotiate Installment

Table 12: Top-2 most frequent strategy transitions on the persona of Non-cooperative Attitude among three groups:
novices, novices assisted by PAD and experienced collectors.

As for the PAD w/o PE, we perform direct opti-
mization on the BART model without incorporating
any debtor personas. As for the PAD w/o PAA, we
take the concatenation of the conversation history
and summarized debtor personas as inputs.

E Collection Strategy Analysis

We conducted an analysis to compare the collection
strategies used by collectors and PAD. We choose
three representative debtor personas for analy-
sis, including married (where PAD shows signifi-
cant improvement), investment failure (where PAD
shows slight improvement) and non-cooperative
attitude (where novice collectors struggle to deal
with). As we discuss the married debtors in Sec-
tion 4.4, similarly, we also analyze the differences
in strategy transitions for two other debtor cate-
gories: debtors with investment failures and non-
cooperative debtors. We show their most frequent
top-2 3-hop strategy transitions in Table 11 and 12.

As shown in Table 11, when dealing with debtors
who experience investment failures, experienced
collectors tend to use a more effective and reason-
able strategy (i.e., Request capital turnover). This
is because debtors with investment failures usually
have limited funds to repay their debts, so request-
ing them to carry out capital turnover could be an
appropriate choice. In this case, PAD shows only a
slight improvement over novice collectors (+0.8%).
However, PAD is still more effective than novices
as it informs debtors of the serious consequences of

non-repayment, including legal action and damage
to their credit, instead of requesting them to repay
debts by a specified deadline.

For non-cooperative debtors, the results in Ta-
ble 12 indicate that experienced collectors adopt
two different strategy transitions. Initially, they
inform the debtors about the consequences of non-
repayment and continue to forcefully warn them
that their accounts will be blocked if they remain
uncooperative. However, if the debtors are unable
to repay in full, the experienced collectors try to
facilitate repayment in installments. On the other
hand, PAD-assisted novices tend to adopt relatively
softer strategies, such as negotiating installments,
and do not learn to warn debtors of blocking their
accounts. As a result, they are less effective than
experienced collectors (i.e., -1.33%).

The above strategic differences provide valuable
insights for our future studies.

F Ablations on Persona Extractor

To evaluate the quality of debtor personas summa-
rized by our Persona Extractor, we conduct human
evaluations focusing on the following aspects: Rea-
sonable (i.e., personas identical to ground truth),
Contradictory (i.e., personas contain factual er-
rors), and Incompleteness (i.e., personas miss parts
that could be deduced from the conversation). An
example of Contradictory would be if the debtor
mentions that "he has a low income", but the sum-
marized persona is "He has a high income". We
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randomly sample 500 conversations and ask 10
experienced collectors to evaluate the debtor per-
sonas that are summarized from those conversa-
tions. The results show 88% of the summarized per-
sonas are marked as Reasonable, while 6% and 8%
are marked as Contradictory and Incompleteness,
respectively. The inter-annotator agreement, mea-
sured by Fleiss’s kappa (Fleiss and Cohen, 1973),
is 0.628, indicating good agreement. This result
indicates that our summarized debtor personas are
of high quality, which further supports the develop-
ment of our persona-aware agent.
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