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Abstract

This case study presents a Multilingual e-
commerce Project, which principal aim is
to create an improved system that trans-
lates product titles and descriptions, plus
other content in multiple languages. The
project consisted of two main phases; a
research-intensive solution using state-of-
the-art Machine Translation systems and
baseline language models for two lan-
guage pairs, and the development of a Ma-
chine Translation system. The features
implemented included Quality Estimation,
model benchmarking, entity recognizers,
and automatic domain detection. mBART
model was used to create the system for the
specific domain of e-commerce, for luxury
items.

1 Introduction

Machine Translation (MT) is the automatic trans-
lation of text from one language to another with-
out human intervention (Stahlberg, 2020). When
this translation is performed using Deep Neural
Networks (DNN), it is referred to as Neural Ma-
chine Translation (NMT) (Stahlberg, 2020). NMT
technology has made significant progress in recent
years, however, they have generally been trained
on domain-general data, directly affecting domain-
specific translations (Martins et al., 2022; Saun-
ders, 2022). According to Martins et al. (2022),
most methods for adapting MT systems to a spe-
cific domain focus on fine-tuning.

One of those specific domains is e-commerce.
In today’s globalized world, e-commerce has be-
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come a crucial part of the economy. With the
rise of online shopping, businesses must be able
to communicate with customers in their native lan-
guages to provide a seamless shopping experience.
However, translating product titles and descrip-
tions, reviews, and other content while maintain-
ing formal and informal styles, and dealing with
lengthy and very short sentences, can be a daunt-
ing task.

In this work, an e-commerce Multilingual
Project aimed to improve machine translation
quality is introduced. This improvement was car-
ried out with mBART model (Liu et al., 2020),
which is leading the way in Multilingual Transla-
tion. This model is designed to handle multiple
languages simultaneously, making it ideal for e-
commerce applications where content needs to be
translated quickly and accurately. The project has
been led by Acclaro1, a leading company with ex-
tensive experience in professional translation ser-
vices.

2 Arquitectures

In the state-of-the-art (SoTA) of NMT, the archi-
tectures proposed by Radford et al. (2019), Liu et
al. (2020) and Tang et al. (2020) stand out. On
the one hand, GPT-2 model proposed by Radford
et al. (2019) is based on the architecture of large
transformers (Vaswani et al., 2017). Besides, GPT-
2 follows the details of the OpenAI GPT model
proposed by Radford et al. (2018). On the other
hand, according to Liu et al. (2020), mBART
is “a multilingual sequence-to-sequence denoising
auto-encoder” that uses BART (Lewis et al., 2020)
large-scale monolingual corpora across many lan-
guages. This model was pre-trained using a subset

1https://www.acclaro.com/
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of data in 25 languages extracted from Common
Crawl2. Finally, Tang et al. (2020) add to mBART
the ability to perform multilingual finetuning and
extend it to 50 languages without training from
scratch. This paper refers to these mBART-based
models as mBART25 and mBART50, respectively.

The mBART-based models were selected for
their ability to surpass the state-of-the-art results
in the English-German and English-French lan-
guage pairs. The evaluation was performed using
the BLEU measure (Papineni et al., 2002), which
compared the output of machine translation sys-
tems with human reference translations. These
results are in agreement with those reported by
Hendy et al. (2023). It should be noted that these
architectures are implemented in NMT framework
fairseq3 (Ott et al., 2019).

Finally, other state-of-the-art architectures were
taken into account, including M2M-100 (Fan et
al., 2021), NLLB-200 (Costa-jussà et al., 2022),
OpenNMT (Klein et al., 2017) and MarianNMT
(Junczys-Dowmunt et al., 2018). However, it
should be noted that these architectures were only
analyzed and not implemented.

3 Methodology

Figure 1 represents the methodology applied in the
luxury e-commerce Multilingual Project. Initially,
a baseline was defined to set the minimum accept-
able performance (see Section 3.2). Then, the sen-
tence pairs to be processed and filtered within the
e-commerce domain were established (see Section
3.3). The best quality pairs were used to train
and finetune the models (see Section 3.4). The
trained models obtained were evaluated and com-
pared with the initial baseline or the baseline of the
previous iteration (see Section 3.5). If the model
performance improves the baseline, it is deployed
using REST API services (see Section 3.6) and a
new baseline is established.

Finally, the errors detected in the translations of
these models were sent to expert linguists for ex-
amination, therefore improving the training pairs
for the next iteration.

3.1 Data

The bilingual corpora utilized in this study is prop-
erty of a luxury e-commerce company and consist

2https://commoncrawl.org/
3https://github.com/facebookresearch/
fairseq

of product information (titles and descriptions).
At the outset, the initial sentence pairs were built
by human translators and post-editors. The totals
reached 244386 English-German pairs and 229709
English-French pairs. With the methodology pro-
posed the dataset has since increased to 255643
and 242932 pairs respectively.

3.2 Baseline
The baseline was established using the BLEU eval-
uation measure on the output of the translation sys-
tems. Initially, the values obtained with Google
Translate and DeepL were used. While, future it-
erations, were calculated based on the output of the
systems trained on the specific domain. The eval-
uation period was quarterly.

3.3 Data preprocessing and filtering
In the preprocessing step, elements such as punc-
tuation marks, form texts and Out-Of-Vocabulary
(OOV) characters were standardized. Paired sen-
tences of 50 words in length were also removed.
In particular, for the English-German case, new or-
thographic conventions were introduced, plus the
normalization of lexical redundancy with the help
of Part-of-speech (POS) tagging. On top, tokeniza-
tion was a key step, removing words with no se-
mantic significance, and corpus markup, providing
information about the text itself, by categories in
the e-commerce space.

The quality of these bilingual pairs was evalu-
ated using multilingual embedding comparisons,
Quality Estimation (QE) models, POS tagging,
Named Entity Recognition (NER) and domain
classifiers. NMT models achieve good transla-
tion quality on domain-specific data via simple
fine-tuning on representative training corpora. In
addition, a manual evaluation was performed by
expert linguists. Pairs with low quality were re-
moved from the set. All experiments were con-
ducted using the NMT framework fairseq. Sub-
word segmentation was handled using Sentence-
Piece (Kudo and Richardson, 2018).

3.4 Training
In this section, fine-tunings of existing pre-trained
models is presented. Training from scratch pow-
erful models like GPT-2 (Radford et al., 2019) or
mBART (Liu et al., 2020) requires tens of GB of
text, which is impossible and more so in the e-
commerce space. Also, it’s resource expensive,
according to Liu et al. (2020), mBART trained for

https://commoncrawl.org/
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Figure 1: Project methodology.

2.5 weeks on 256 Nvidia V100 GPUs. For exam-
ple:

• GPT-2, 1.5 billion parameters.
• GPT-3, 175 billion parameters.
• mBART25, 610 million parameters 4.
• mBART50, +610 million parameters.

As mentioned in Section 2, in this work the
mBART-based models, mBART25 and mBART50
were used. These models were finetuned using the
parameters suggested in the SoTA.

Later, variations in the parameters were made
in both models according to the specific domain
and data availability. The values of these param-
eters directly influence the quality of the transla-
tions. The best values for each parameter were
highlighted.

• Learning Rate: The values 1e−3, 1e−4 and
5e−3 with decay scheduled were used.

• Dropout: The values 0.0, 0.05, 0.1, 0.2 and
0.3 were used.

• Attention Dropout: The values 0.0, 0.05, 0.1,
0.2 and 0.3 were used.

• Embedding Layer Normalization: Yes and
no.

4https://github.com/facebookresearch/
fairseq/tree/main/examples/mbart

• Optimizer: Adam.
• Temperature Sampling: The values 0.5, 1.0

and 1.5 were used.
• Beam Search: The values 5, 6, 7 and 9 were

used.

Our full model is trained on 4Nvidia V100 Gpus
(24GB) for 500K steps.

3.5 Evaluation
Our ongoing evaluation systems described the hy-
brid approach of automatic metrics, plus a human-
in-the-loop method in a Sentence-Level approach.
The proprietary QE algorithms in conjunction with
the BLEU measure, covered a wide range of the
QA process, reducing the post-editors workload
through a ranking of sentences on which direct as-
sessment and editing were performed.

The evaluation effort feeds an adaptive neural
network that is able to ingest new information and
update the production instances. Acclaro linguistic
specialist feedback enriches the NMT, and ensures
the best possible output.

3.6 Deployment
The translation service is enabled for the client us-
ing Kubernetes5 and REST API services. These
5https://kubernetes.io/
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services were implemented using the Django6

framework and use the best models obtained. Be-
sides, its behavior and performance was tested
with JMeter7 The main functionalities of these ser-
vices are:

• Translate one or more sentences in the
English-German or English-French directions

• Integration with Computer-Assisted Transla-
tion (CAT) Tools such as XTM8. This in-
cludes XLIFF format processing, job status
management and batch translation.

• Storage of low-quality sentence pairs for fu-
ture review by linguists. These sentence pairs
are used to improve the models in the next it-
eration.

• Statistics of translations performed at several
intervals (current day and year, last 7 and 30
days, last month, etc.)

In addition, a Telegram bot9 was added to these
services and performs the following operations:

• Select sentences with poor quality and send
them to expert linguists.

• Translate one or more sentences sent from the
Telegram application.

• Obtain the current status of the services.

4 Results

The Tables 1 and 2 show the values of the BLEU
measure obtained on pairs of product titles and de-
scriptions. These results are shown concerning to
the quarters of the year 2022. The first three quar-
ters were evaluated with mBART25 while the last
one with mBART50. The initial baseline was the
BLEU obtained by DeepL.

Table 1: BLEU scores for products titles using the model mBART25.

Pair Google DeepL Q1 Q2 Q3 Q4*
English-German 0.667 0.671 0.688 0.700 0.706 0.733
English-French 0.669 0.674 0.691 0.710 0.720 0.729

* The mBART50 multilingual model was used.

Table 2: BLEU scores for product descriptions using the model mBART25.

Pair Google DeepL Q1 Q2 Q3 Q4*
English-German 0.789 0.809 0.811 0.816 0.813 0.821
English-French 0.632 0.640 0.641 0.642 0.640 0.651

* The mBART50 multilingual model was used.

6https://docs.djangoproject.com/
7https://jmeter.apache.org/
8https://xtm.cloud/
9https://core.telegram.org/bots
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