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Abstract

In this work, we analyse translated texts
in terms of various features. We compare
two types of human translations, profes-
sional and students’, and machine trans-
lation (MT) outputs in terms of lexical
and grammatical variety, sentence length,
as well as frequencies of different part-of-
speech (POS) tags and POS-trigrams. Our
analyses are carried out on parallel trans-
lations into Croatian, Finnish and Russian,
all originating from the same source En-
glish texts. Our results indicate that ma-
chine translations are the closest to the
source text, followed by student transla-
tions. Also, student translations are some-
times more similar to MT than to profes-
sional translations. Furthermore, we iden-
tify sets of features distinctive for machine
translations.

1 Introduction

It is well-known that there is generally more than
one way to translate any given source text (seg-
ment) and that versions created by different hu-
man translators therefore can vary from each other.
Variation between different translators has been
observed in terms of various linguistic features
from lexis to syntax (see Section 2). As there is
usually no single correct translation, these diverg-
ing versions may be equally good despite their dif-
ferences. On the other hand, it has also been ob-
served that machine translations differ from human
translations in ways that might contain errors. Dis-
tinguishing genuine variation in choices of lexical
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or grammatical expressions from the kind of di-
vergence that indicates actual errors or other qual-
ity issues would be important for example for ma-
chine translatio evaluation. Separating these two
would require clearer understanding of how di-
verging translation versions in fact differ from each
other.

So, we analyse differences between texts trans-
lated by MT systems and those translated by two
groups of human translators: professionals and
students. Although previous studies (see Section 2
below) already compared such translation variants,
they focused on one language pair and different
genres, and did not consider neural MT. We also
want to compare translations with their sources, as
close resemblance to the source text could indicate
more literal translations, which may be less than
optimal in terms of fluency and style, even if the
meaning is correct. Besides that, we investigate in
which aspects in terms of linguistic features trans-
lations resemble each other. Thus, the main goals
of this work are:

RG1 to re-examine linguistic features from previ-
ous work on a parallel data set and three target
languages;

RG2 to automatically distinguish between source
texts, professional, student and machine
translations;

RG3 to further explore linguistic features in terms
of distinctiveness for every translation variant
under analysis.

2 Related work

From the existing studies on human transla-
tion (Rabinovich et al., 2017; Volansky et al.,



2015; Laippala et al., 2015; Baroni and Bernar-
dini, 2006), we know that translated texts dif-
fer from non-translated ones in terms of linguistic
features called translationese (Gellerstam, 1986)
and it is possible to tease apart translated and
non-translated texts automatically. Moreover, we
know that translationese can be influenced by
various factors driven by the variation in hu-
man translation (Cappelle and Loock, 2017; Ev-
ert and Neumann, 2017; Lapshinova-Koltunski,
2017; Ilisei, 2012), including translator’s back-
ground (Kunilovskaya and Lapshinova-Koltunski,
2020; Popović, 2020; Rubino et al., 2016). How-
ever, we also know that while texts translated by
various translator groups may vary in terms of lexi-
cal choices (Martínez and Teich, 2017) or morpho-
syntactic constructions (Bizzoni and Lapshinova-
Koltunski, 2021; Popović, 2020; Kunilovskaya
and Lapshinova-Koltunski, 2020), they may also
converge, as it was shown by Corpas Pastor et
al. (2008a)

Popović (2020) showed that the observed varia-
tion in human translation is important for MT eval-
uation, especially when machine-translated out-
puts are compared against the available human
translations. Translations by certain groups of
translators seem to be more similar with machine-
translated outputs, which has an impact on the
evaluation result: those machine-translated outputs
are rated higher. Thus, the main outcome of this
study was that when evaluating machine transla-
tion, it is important to know which human trans-
lation variety is being used. However, the transla-
tion data used in the corpus had different sources
and not all of them were originally written in En-
glish. Besides that, there was more variation in the
analysed translator groups.

Machine translations were compared to human
translations in a number of studies to either au-
tomatically differentiate between humans and ma-
chines or to evaluate specific linguistic phenom-
ena (Konovalova and Toral, 2022; van der Werff
et al., 2022; Vanmassenhove et al., 2021). In a
few studies, machine-translated outputs were also
compared to human language production by dif-
ferent user groups, e.g. student translators (see the
study by Lapshinova-Koltunski (2015)). However,
the analysed automatic translations contained no
neural machine translations.

In our work, we will focus on the differences be-
tween machine translation outputs and two types

of human translations, i.e. professional and stu-
dent. We will compare them in terms of lexico-
grammatical features following the previous work
on human and machine translation. In contrast
to Popović (2020), we will use a balanced paral-
lel data set consisting of the same source texts for
all translations and the same groups of translators
per language. Our analysis will also include state-
of-the-art neural machine translations, by contrast
to studies by Lapshinova-Koltunski (2015) and
Popović (2020).

3 Data

We use the publicly available corpus Di-
HuTra1 (Lapshinova-Koltunski et al., 2022)
which contains English source texts and their
translations into three languages produced by
two groups of translators: several professional
translators and several students2. We select the
subcorpus of the Amazon product reviews, which
contains 196 texts (balanced as fourteen texts per
fourteen various topics). The corpus contains six
translation variants for each source review – two
(professional and student) translations per three
languages – Croatian, Russian and Finnish. We
add machine-translated outputs to each language
pair. For translations into Croatian, we used the
best ranked output by human evaluation from the
WMT 2022 shared task3 (Kocmi et al., 2022).
For the other two target languages, there were no
recent publicly available MT outputs. We used the
open source system Google Translate4 to produce
machine translations into Russian. The Finnish
MT versions were produced using OPUS-MT
(Tiedemann and Thottingal, 2020) pre-trained
model (opus+bt-news-2020-03-21).

All the parallel texts in the corpus were an-
notated with universal POS as well as universal
dependencies with the help of the Stanford NLP
Python Library Stanza (v1.2.1).5 We use these an-

1http://hdl.handle.net/21.11119/
0000-000A-1BA9-A
2The number of translators per language varies between 14
and 24 translators, and their experience (estimated by trans-
lators themselves) varies between 0 and 37 years depend-
ing on the translator group and the language pair, see details
in (Lapshinova-Koltunski et al., 2022).
3https://www.statmt.org/wmt22/
translation-task.html
4https://translate.google.com/, accessed on
Februrary 11-12, 2023.
5Stanza is an NLP package in Python (see https://
stanfordnlp.github.io/stanza/index.html
for details) where models are all pre-trained on the Universal



notations for the extraction of the linguistic fea-
tures described in Section 4 below.

4 Linguistic features

The choice of features is based on findings re-
ported in Popović (2020) – we selected those in-
dicating differences between students and profes-
sional translations. Although they are also moti-
vated by the theoretical categories of simplification
(Baker et al., 1993) and interference (Toury, 1979),
they do not represent any of these categories ex-
clusively. Punctuation marks were separated and
counted as words. The features are defined and
calculated as follows.

Sentence length Number of words in each sen-
tence of the text. Some translators might tend to
generate longer sentences in the target text than
others. Some translators might keep the number
of words in the translated sentences closer to the
number of source text words than others. MT out-
puts might have different sentence lengths than
human translations. MT systems might keep the
number of words in the translated text closer to the
number of source text words than human transla-
tors.

Lexical variety The total number of distinct full
form words in the text divided by the total number
of words in the text, calculated as follows.

lexV ar =
N(distinct words)

N(words)
(1)

Previous work has shown that vocabulary of HTs
is generally less rich than vocabulary of originals.
However, some translators might use more distinct
words (a richer vocabulary) than others. MT out-
puts might have less rich vocabulary than HTs.

Lemma variety The total number of distinct
base form words (lemmas) in the text divided by
the total number of words in the text.

lemV ar =
N(distinct lemmas)

N(words)
(2)

The idea is the same as for lexical variety, but re-
moves morphological component (which might be
important in morhpologically rich languages) and
keeps only the purely lexical one.

Dependencies v2.5 data sets.

POS variety The total number of distinct POS
tags in the text divided by the total number of
words in the text:

posV ar =
N(distinct POS)

N(words)
(3)

Some translators might prefer some POS tags and
sequences than others. MT outputs might have dif-
ferent POS tags and sequences than human trans-
lations.

Morpho-syntactic variety The total number of
distinct POS tags together with all grammatical
features (case, gender, number, etc.) in the text
divided by the total number of words:

morphsynV ar =
N(distinct POS++)

N(words)
(4)

Some translators might use more complex and/or
more diverse grammatical structures than others.
Some might keep the grammatical structure of
translated sentences closer to the one of the source
text than others. MT outputs might have differ-
ent grammatical structures than HTs. MT outputs
might keep the grammatical structure of translated
text closer to the one of the source text than HTs.

POS trigrams Sequences of three POS tags (e.g.
‘determiner-adjective-noun’, ‘noun-punctuation-
conjunction’ etc.) appearing in the text, which
reflect usage of lexico-grammatical constructions.
Different translators might prefer different con-
structions. MT systems might generate different
constructions than human translators.

5 Analysis

Using the previously described features, we per-
formed the following experiments:

1 calculating Pearson’s correlation coefficients
between the values on the document (review)
level in order to examine the differences be-
tween the features of different texts (RG1);

2 text classification in order (a) to examine
the potential of the features for distinguish-
ing sources and different types of translations
(RG2), as well as (b) to identify distinctive
features (RG3).



5.1 Pearson’s correlation

For each of the described features and each of the
analysed texts, values were calculated on the doc-
ument/review level, thus obtaining 196 values for
each text (one value for each review). For each pair
of texts, Pearson’s correlation coefficient was cal-
culated in order to estimate the similarity between
the texts: the higher the correlation coefficient,
the larger similarity between the texts. Correla-
tions were calculated both between the source text
and all translation varieties, as well as between the
translation varieties. Since there were several MT
Croatian outputs readily available from the WMT
task, we took an additional MT output (the second-
ranked system) in order to estimate the similarity
between two different MT outputs.

5.2 Text classification

We employed text classification with support vec-
tor machines (SVM) to analyse if various types of
texts: source texts, translated texts by profession-
als, by students and by machine translation sys-
tems, can be automatically distinguished given the
features under analysis. We apply four classifi-
cation scenarios – two multi-class and two binary
classifications: (1) four-class scenario with all text
types; (2) three-class scenario with all three trans-
lation variants; (3) two-class scenario to classify
between machine and professional translations; (4)
two-class scenario to distinguish between machine
and student translations. As our data set is rela-
tively small, we use a 10-fold cross-validation to
evaluate the classifier performance. Apart from
analysing the performance of text classifiers in
terms of accuracy, we also pay attention to the
confusion matrices which show which text type
is more frequently confused with the other type.
For instance, if student translations are classified
as machine translations more frequently than pro-
fessional translations, then they have more simi-
larities in terms of the linguistic features at hand.
Analysing the attribute weights in the output of the
classifier we will be able to learn which set of fea-
tures is distinctive for a given translation variant6.

The input for the classification includes 48 fea-
tures: sentence length and four variety features de-
scribed in Section 4, 25 selected POS-trigrams, as
well as 18 universal POS categories.

6This method was applied in previous studies, e.g.
(Lapshinova-Koltunski, 2019) for the analysis of linguistic
properties of professional and student translations

6 Results

6.1 Correlations between feature values

Table 1 presents the correlations between the fea-
tures of the source text and the features of the
translated texts and 2 displays the correlations be-
tween the features of translation varieties. For
Croatian, correlations between the two MT vari-
eties is presented, too. The higher the correlation,
the more similar are the compared texts.

Comparing sources and translations Looking
at the differences between the source texts and dif-
ferent translation variants in terms of lexical varia-
tion, we see that machine translated texts are more
similar to the source text for the English-Croatian
and English-Russian translations, but not for the
English-Finnish language pair where student trans-
lations resemble the source texts most. As for the
two types of human translations, we see that pro-
fessional translations into Croatian are most sim-
ilar to the sources, while professional translations
into Russian are least similar to the sources.

Machine translations into all languages resem-
ble the sources most also in terms of POS tag va-
riety. They are followed by student translations,
who also seem to follow the patterns in the sources
translating more literally than professionals. The
latter display the least similarity with the sources
in terms of POS variety.

However, a glance at the numbers for variety of
POS tags enriched with grammatical features re-
veals a different tendency, varying across the lan-
guage pairs. Here, professional translations into
Croatian and Russian show more differences to the
sources than student and machine translations. The
professional translations into Finnish are closer to
the sources than those produced by students or MT
system. At the same time, their correlations are
still lower than those for student translations into
Russian and Croatian, as well as machine trans-
lation into Croatian, which are the closest to the
source texts, if compared across all language pairs.
Since this feature reflects language-specific gram-
matical structure, we interpret these observations
so that Croatian student and machine translations,
as well as Russian student translations seem to
keep the source language constructions more fre-
quently than the other translation variants under
analysis.

As for sentence length, the Russian profes-
sional translations appear to notably differ from the



variety
language lexical grammatical sent.
pair text pair word lemma POS rich POS length
en→hr source–HTprof .631 .658 .815 .484 .915

source–HTstud .611 .609 .830 .523 .911
source–MT .658 .689 .855 .557 .947

en→ru source–HTprof .539 .594 .679 .395 .615
source–HTstud .562 .589 .770 .519 .892
source–MT .623 .693 .793 .456 .918

en→fi source–HTprof .568 .647 .786 .417 .906
source–HTstud .574 .687 .817 .400 .916
source–MT .545 .683 .809 .384 .932

Table 1: Correlations between sources and translations in terms of lexical and grammatical variation.

source texts, while the other translation versions
(particularly the MT) keep closer to the sources.
Combined with the other relatively low correla-
tions between the source texts and the Russian pro-
fessionals translations, these professionals seem to
make larger changes to the sentence structure.

Apart from that, if we compare correlations for
different features within each language pair, we
can see that the sentence length is the most simi-
lar across different text types, followed by the POS
variety, while morpho-syntactic (rich POS) variety
is the least similar one.

Comparing translation varieties Now, we
compare the two human translations to each other,
as well as to the machine translation output(s).
The observed tendency for lexical variety across
all language pairs is that there is more similarity
between student and machine translations than be-
tween student and professional translations.

In terms of POS variety, we observe a simi-
lar tendency – there is more similarity between
student and machine translations with an excep-
tion of Croatian. Here, both students and pro-
fessionals seem to be equally similar to MT. For
Finnish translations, the difference is not great ei-
ther. However, for Russian translations, we do ob-
serve that student translations resemble MT more.
For the POS enriched with grammatical features
(case, gender, number, etc.), the tendency remains
the same – student translations resemble machine-
translated outputs more.

For sentence length, we observe large similari-
ties for almost all translations variants, with the ex-
ception of Russian professional translations which
differ from the sources and thus also from the other
two translations variants.

Interestingly, in terms of all features, student
translations resemble MT even more than they re-
semble professional translations with the excep-
tion of Russian translations in terms of the en-
riched POS and Croatian translations in terms of
lexical variety.

6.2 Text classification

Table 3 presents the classification results in all four
scenarios, for each text type and overall.

(1) four-class scenario (including source) We
classify all the texts into four classes – origi-
nals (org), machine translations (mt), professional
translations (prof) and student translations (stud)
– and achieve an average accuracy of ca. 72%.
The best result here is achieved for the distinction
of the source texts (ca. 99.7% of accuracy and
0.99 of F1-score). The English originals are al-
most never confused with any of the translations.
Translation variants are harder to distinguish, as
translations seem to be more similar to each other7,
yielding accuracy levels between 60 and 65%. The
worst result is observed for student translations, as
they were frequently recognised either as profes-
sional (in 38% of cases) or machine translations (in
32% of cases). The best result is observed for ma-
chine translations (65% accuracy). Interestingly,
this class has both the best precision and the best
recall, which means that machine translations were
less mixed up with human translations.

(2) three-class scenario (only translations)
Now, we exclude the originals and classify trans-
lation variants only. We achieve an overall accu-

7We also tried to classify translation variants within each lan-
guage, but achieved similar results.



variety
language lexical grammatical sent.
pair text pair word lemma POS rich POS length
en→hr HTprof–HTstud .736 .752 .840 .754 .926

HTprof–MT .702 .756 .879 .783 .951
HTstud–MT .787 .819 .879 .813 .939
MT–MT2 .985 .986 .994 .988 .999

en→ru HTprof-HTstud .685 .665 .735 .758 .651
HTprof–MT .684 .691 .727 .690 .640
HTstud–MT .713 .713 .832 .707 .986

en→fi HTprof-HTstud .704 .755 .818 .642 .911
HTprof–MT .698 .748 .817 .652 .926
HTstud–MT .675 .767 .830 .703 .937

Table 2: Correlations between translation variants in terms of lexical and grammatical variation.

text prec. rec. F1 acc
(1) overall 0.44 0.44 0.44 71.8

orig 0.98 1.00 0.99 99.7
MT 0.42 0.42 0.42 65.0
prof 0.36 0.41 0.39 60.6
stud 0.35 0.29 0.32 62.0

(2) overall 0.38 0.38 0.38 58.5
MT 0.42 0.42 0.42 61.1
prof 0.36 0.41 0.39 56.2
stud 0.35 0.30 0.32 58.2

(3) overall 0.55 0.55 0.55 54.5
MT 0.55 0.48 0.51 54.5
prof 0.54 0.61 0.57 54.5

(4) overall 0.52 0.52 0.52 52.0
MT 0.52 0.51 0.52 52.0
stud 0.52 0.53 0.52 52.0

Table 3: Classification results in precision (prec.), recall
(rec.), F1-score (F1) and accuracy (acc., in %) for each of
the text type in four classification scenarios: (1) all texts (in-
cluding sources), (2) all translation varieties, (3) MT vs. pro-
fessional translations, (4) MT vs. student translations.

racy of 58.5% , which complies with levelling out
or convergence stated in translation studies (Redel-
inghuys, 2016; Corpas Pastor et al., 2008b). An
interesting observation here is that a large propor-
tion of all translated texts (38%) are recognised as
professional translations, which follows in a high
recall, but also a low precision for this translation
variant. The highest precision is observed for ma-
chine translations, and the lowest recall (as well
as precision) is observed for student translations,
which are recognised as machine translations more
frequently than as professional ones.

(3) and (4) binary classification (human vs.
MT) Then, we differentiate between either ma-
chine translations and professionals or student
translations. In this scenario, we achieve the
worst classification results (accuracy of 54.5% and
52.0%, respectively). Apparently, machine trans-
lated texts are recognised better as such if op-
posed to a greater number of human-translated
items. However, since student translations are fre-
quently recognised as machine-translated ones are
frequently classified as professional ones, the re-
sults in this two scenarios are worse than in sce-
nario (2). The main outcome in this classification
scenario is that it is slightly easier to tease apart
machine-translated texts from professional trans-
lations than from student translations.

6.3 Feature analysis (RG3)

We analyse the features extracted from the last
two classifications, in which machine translations
are classified either against student translations or
against the professional ones. These lists contain
information about the class (text type) for which
each of the used features is distinctive of. Thus, in
classification (3), 23 out of the total 48 features
are distinctive of machine translations, while in
scenario (4), 27 out of 48 features are distinctive
of machine-translated texts. The features which
turned to be distinctive of machine translations
in distinguishing them from both professional and
student translations, i.e. the features that appear in
both lists, are then included into the list of ‘ma-
chine translation (MT) features’. On the other
hand, the features distinctive both of professional
and of student translations when separating from



MT vs. stud MT vs. prof
ADJ–NOUN–ADP ADJ–ADJ–NOUN
ADP–ADJ–NOUN ADJ–NOUN–NOUN
NOUN–ADP–NOUN AUX–ADJ–PUNCT
NOUN–CCONJ–NOUN AUX–ADV–ADJ
NOUN–PUNCT–CCONJ DET–NOUN–PUNCT
NOUN–PUNCT–PRON NOUN–ADP–NOUN
PUNCT=–SCONJ–PRON NOUN–CCONJ–NOUN
VERB–ADJ–NOUN NOUN–PUNCT–CCONJ
VERB–DET–NOUN NOUN–PUNCT–PRON
VERB–NOUN–PUNCT PRON–VERB–PUNCT
lemma variety PUNCT–SCONJ–PRON
POS variety lemma variety
rich POS variety POS variety
sentence length rich POS variety
ADJ sentence length
AUX ADJ
DET ADP
INTJ AUX
NUM DET
PRON INTJ
PROPN NUM
PUNCT PRON
SCONJ PROPN

PUNCT
SCONJ
SYM
X

Table 4: Two feature lists distinctive of machine translation extracted from the two binary classifications. The overlapping
features are marked in bold and included into the list of MT features (Table 5).

machine translations are included into the list of
‘human translation (HT) features’.

The procedure of creating the MT feature list is
illustrated in Table 4. The left column displays the
23 features distinctive for machine translation in
the classification against the texts translated by stu-
dents. The right column contains the 27 features
distinctive for machine translation when classified
against the professional translations. The overlap-
ping features (18 in Table 4) are marked in bold,
and are included into the ‘MT features’.

The resulting list of MT features includes 18
items, while the list of HT features include 15
items, see Table 5. Most of the human translation
features are represented by grammatical structures
– specific POS tags or POS-trigrams. The only lex-
ical feature in the list is lexical variety. The ma-
chine translation feature list includes various types
of features, however, there are fewer grammatical
constructions represented by POS-trigrams.

Examples of distinctive POS-trigrams Next,
we look at some language patterns that are distinc-
tive for either machine or human translations. We
select part-of-speech trigrams with the highest at-
tribute weights (that can also be extracted from the
classification). They include VERB-ADP-NOUN
(specific of human translations) and PUNCT-
SCONJ-PRON (specific for machine translations)
for our analysis.

In Russian, the trigram VERB-ADP-NOUN in-
cludes a verb followed by a prepositional phrase
with a noun, e.g. подходит по размеру (‘fits in
size’) or подходит для модели (‘fits to model’).
We see in the corpus data that this trigram is fre-
quent in professional and student translations –
prof: 116 (8), stud: 98 (13) – but almost never
occurs in machine translations. In example (1),
we see that the corresponding machine translation
contains the trigram ADV-ADV-VERB (очень хо-
рошо сидит) instead. The latter is a direct trans-



MT features HT features
NOUN–ADP–NOUN ADJ–NOUN–PUNCT
NOUN–CCONJ–NOUN ADP–DET–NOUN
NOUN–PUNCT–CCONJ ADP–NOUN–PUNCT
NOUN–PUNCT–PRON ADV–ADJ–PUNCT
PUNCT–SCONJ–PRON ADV–VERB-PUNCT
lemma variety NOUN–ADJ–NOUN
POS variety NOUN–NOUN–PUNCT
rich POS variety NUM–NOUN–PUNCT
sentence length VERB–ADP–NOUN
ADJ lexical variety
AUX ADV
DET CCONJ
INTJ NOUN
NUM PART
PRON VERB
PROPN
PUNCT
SCONJ

Table 5: Features distinctive for machine (MT) and human (HT) translations.

lation of the source fits very well, whereas the
human variants are more naturally sounding para-
phrases. This again, conforms to the observations
made above that machine translated texts are much
closer to the sources.

(1) a. EN: The S4 fits very well, is slim
and doesn’t add much weight to the
Galaxy S4.

b. PT: Чехол тонкий, подходит по
размеру для Galaxy S4 и почти не
увеличивает вес смартфона.

c. ST: Он хорошо подходит для мо-
дели S4, тонкий и не добавляет
лишнего веса телефону.

d. MT: S4 очень хорошо сидит, тон-
кий и не увеличивает вес Galaxy
S4.

The trigram PUNCT-SCONJ-PRON repre-
sents a language pattern where a punctuation mark,
commonly a comma, is followed by subordinator
and a pronoun, e.g. , что они (, that they’), , что-
бы они (‘, so-that they’), or , поскольку все (‘,
because all’) and so on, is very frequent in machine
translations into Russian (133(5)), but does not oc-
cur that frequently in human translations. Exam-
ple (2-d.) illustrates a machine translation contain-
ing two trigrams of this type. Its human counter-
parts contain PUNCT-PRON and PUNCT-NOUN

bigrams instead, see examples (2-b.) and (2-c.).

(2) a. EN: You must realize that they are
only 5 feet, as I overestimated it and
now wish they were longer.

b. PT: Но хочу уточнить, они всего
по 5 футов, я переоценил их дли-
ну, хотелось бы, чтобы они были
подлиннее.

c. ST: Обратите внимание, длина
кабеля всего полтора метра, мне
казалось, они длиннее.

d. MT: Вы должны
понимать, что они всего 5
футов, так как я переоценил это
и теперь хотел бы, чтобы они
были длиннее.

An overuse of subordinate clauses is often con-
sidered to be a common feature of translated lan-
guage. We probably observe a kind of over-
generation of this feature in MT output.

The MT version of the same segment in Finnish
also contains a PUNCT-SCONJ-PRON pattern ,
että ne (‘, that they’) while both the human transla-
tion versions contain PUNCT-SCONJ-NOUN tri-
gram , että kaapelien (‘, that cables-GEN’). Both
human translators have therefore substituted the
pronoun ne (‘they’) with the antecedent noun,
which is a case of explicitation, a relatively com-



mon strategy used by translators but not often seen
in MT.

7 Summary

We present the results of computational analyses
on different types of translated texts: professional,
student and machine translations. The experiments
were carried out on three language pairs. The
main contributions of the work are insights into the
differences between texts translated by different
translator groups including neural machine trans-
lation, as well as identifying the most distinctive
features.

Our observations for the three language pairs
under analysis are similar to the existing analy-
ses of English-German translations (Lapshinova-
Koltunski, 2017; Lapshinova-Koltunski, 2013),
where the author stated that students translations
seem to be more similar with statistical and rule-
based machine-translated texts. However, in our
study, we analyse neural machine translation and
a different type of features. Besides that, we com-
pare all translations to the original sources and find
out that machine translations seem to be the most
literal ones in terms of structural patterns (POS tri-
grams and dependency features), They keep the
structure of the source text more frequently than
the other translation variants under analysis. Also,
the two MT outputs available for Croatian are very
similar, more than any other pair of texts. Compar-
ing professional and student translations, we find
that student translations are more literal and there-
fore similar to the sources than the professional
translations, being placed in between, sometimes
even more similar to MT outputs than to profes-
sional translations.

Moreover, a set of distinctive features was iden-
tified for machine and for human translations. Lex-
ical variety is distinctive for human translations,
while all other varieties and sentence length are
distinctive for machine translations. Interestingly,
POS tags and POS-trigrams are also different for
machine translations than for human translations.
In addition, POS-trigrams are more convenient for
detecting human translations, whereas POS tags
suit better for identifying machine translations.

Future work is planned to better understand
these differences in terms of more complex proper-
ties, such as sentiment, tone, etc. Also, automatic
MT scores using different human translations will
be explored in detail.
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