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Abstract 

Perceptions and experiences of machine 

translation (MT) users before, during, and af-

ter their interaction with MT systems, prod-

ucts or services has been overlooked both in 

academia and in industry. Traditionally, the 

focus has been on productivity and quality, 

often neglecting the human factor. We pro-

pose the concept of Machine Translation User 

Experience (MTUX) for assessing, evaluat-

ing, and getting further information about the 

user experiences of people interacting with 

MT. By conducting a human-computer inter-

action (HCI)-based study with 15 profes-

sional translators, we present a methodologi-

cal paper in which we analyse which is the 

best method for measuring MTUX, and con-

clude by suggesting the use of the User Expe-

rience Questionnaire (UEQ). The measure-

ment of MTUX will help every stakeholder in 

the MT industry - developers will be able to 

identify pain points for the users and solve 

them in the development process, resulting in 

better MTUX and higher adoption of MT sys-

tems or products by MT users. 

1 Introduction 

Recently, artificial intelligence has captured the 

attention of many stakeholders in our society, not 

only in specialised academic journals and 

conferences, but also among laypeople (Fast and 

Horvitz 2016).  

Large language models have driven technological 

breakthroughs, and the state-of-the-art has evolved 

mainly through training bigger and bigger models, 

with more parameters, more training time, and 

ultimately more computational resources (Brown et 

al. 2020). Research in language technologies has 

become a race to see who owns and releases the 

biggest language model (Roose 2023). This has also 

provoked the reaction of academics who reflect on 

language technology research from a socio-technical 

perspective, promoting a move to a more human-

centered development of such language technologies 

(Bender & Gebru et al. 2021), which goes beyond 

‘human in the loop’ concepts. 

In the language services or Translation Studies 

domains, MT is a technology that has had significant 

impact in the past few years, and its adoption and 

implementation in workflows has provoked some 

rejection from professional translators (Cadwell, 

O’Brien, and Teixeira 2018). Many professional 

users feel that their needs have not been considered in 

the development and deployment of these 

technologies, and have therefore felt dehumanised, 

commodified, with an accompanying loss of agency 

and status (Fırat 2021; Moorkens 2020). This results 

in a lack of acceptance and trust in these technologies, 

which is usually not a rejection of the technology, but 

a veto on the way in which MT is applied and used 

(Vieira 2020). 

Human factors such as users' perceptions or 

experiences of MT as a tool that facilitates 

multilingual communication - regardless of whether 

we are talking about professional translators or other 

types of users - have often been overlooked. The 

focus of research has been on the quality and 

productivity benefits of using these technologies 

(Moorkens et al. 2018), neglecting human satisfaction 

and resulting experiences of such human-computer 

interaction. This paper aims to fill a gap in the 

literature by proposing the concept Machine 

Translation User Experience (MTUX) and 

recommending its application in language technology 

research and development processes to create better, 

user-centered language technology products, which 

would result in improved human-computer 

interactions. We first present the related work, 

followed by the definition of the term MTUX and the 

methodology used to discern the best method for 



 

evaluating MTUX in multilingual communication 

processes. 

2 Related Work 

Since the emergence of MT, academia and industry 

have analysed its impact and implications for 

translation processes and multilingual 

communication (Briva-Iglesias 2023).  

The focus of research has been on professional 

translators. Typically, attention has focused on the 

speed of production for translation (or productivity) 

through post-editing against the productivity without 

MT assistance (Jia, Carl, and Wang 2019). It has been 

shown that post-editing, in many situations, makes it 

possible to be more productive than translating 

without MT support (Sánchez-Gijón, Moorkens, and 

Way 2019). Hence, the introduction and adoption of 

MT in industry workflows to meet more agile, fast 

and urgent translation and/or localisation processes 

(ELIS 2022). 

Some attention has also been paid to translation 

quality: Does the use of MT affect the final quality of 

a translation? Are translations done through post-

editing worse than translations done directly by 

humans and without any MT intervention? Guerberof 

Arenas (2014), for example, reported in an 

experiment with 24 professional translators that there 

were no statistically significant differences in 

translation quality of texts produced with MT output 

against texts produced without MT assistance.  

Nevertheless, the study of the perceptions and 

considerations that users have about their interaction 

with MT and new language technologies is scarce. 

Some experiments dealing with these topics have 

only been disseminated in a superficial, descriptive 

way. For instance, Etchegoyhen et al. (2018) analysed 

with a 4-point Likert scale what professional 

translators thought of post-editing in a subtitling 

workflow. More extensive consideration was 

undertaken by Pérez-Macías, Ramos, and Rico 

(2020), who studied the perceptions of professional 

translators towards MT in the migratory context. 

Rossi and Chevrot (2019) also looked at the 

perceptions of MT from translators from the 

European Commission. Other research has also 

focused on what lay users of MT think of such 

language technologies, like that of Nurminen and 

Papula (2018), where results suggested that lay users 

find MT useful and tend to use it for gisting and 

assimilation purposes. 

Additional research has even reported that users' 

perceptions of language technologies, such as the 

perception that MT is a threat to their profession, or 

the level of trust they have in MT, have a strong 

correlation with the final translation quality in a 

professional setting (Briva-Iglesias, O’Brien, and 

Cowan, Forthcoming). This demonstrates the 

importance of considering users' perceptions when 

interacting with technologies, as perceptions can have 

direct correlation or association with final translation 

quality. 

Besides, it is important to note that there has been no 

specific action to collect perceptions from previous 

research and introduce this human feedback into the 

process of developing, updating or improving new 

language technologies, since, as we have mentioned 

above, these new technological breakthroughs have 

been especially technical, but not sociotechnical, 

forgetting the human factor in multilingual 

communication (Olohan 2011). By presenting the 

concept of MTUX, we intend to suggest a solution to 

this problem. 

3 Machine Translation User Experience 

(MTUX) 

Nowadays, the close relationship between people and 

technologies allows us to say that multilingual 

communication can be seen as a form of human-

computer interaction in many instances. We are not 

only talking about professional translators who use 

technologies in the performance of their daily tasks. 

We can also include a user who does not know a 

language and wants to understand a text by using an 

online MT system for assimilation purposes, or 

because they want to share this information in their 

own language with someone else. It is therefore key 

to understand and know how these different types of 

human-MT interactions work. 

Human-Computer Interaction (HCI) focuses on 

analysing the interactions of people with different 

systems, products or technological tools (Dix 2010). 

Large technological companies typically have entire 

teams dedicated to usability or user experience (UX), 

with the aim of improving the experiences of users 

when interacting with tools and thus achieving an 

expected end result. This expected goal may be to 

achieve a higher customer conversion, for example.  

However, in the field of multilingual communication, 

Translation Studies, and MT, the inclusion of HCI 

methods, among which we can find the study of 

human and subjective factors, has been largely 

neglected. The small number of studies are described 

below. 

In a controlled evaluation, Läubli et al. (2020) 

examined whether the way source and target 

segments were presented had any effect on 

productivity and error detection. They concluded that 

a segment-by-segment (top-bottom) presentation 

gave better results than a side-by-side segment 

presentation. Paradoxically, most current CAT tools 



 

still use side-by-side segment presentation. O’Brien 

et al. (2017) studied different functionalities of CAT 

tools from a HCI-perspective, and found some 

features that irritated professional translators and 

increased cognitive friction. Consequently, they 

made a series of recommendations suggesting that 

technology tool developers should work with users to 

implement improvements.  

From another point of view, some first steps have 

tried to address this lack of HCI methods in 

Translation Studies and MT by introducing more 

transversal methodologies and methods. An example 

is the work conducted by Guerberof Arenas, 

Moorkens, and O’Brien (2021), who introduced a 

usability questionnaire to assess the impact of 

translation modality on what the final readers of 

translated text thought, as well as to devise whether 

they could perform different tasks with the different 

texts. Another interesting work was conducted by 

Koponen et al. (2020), who analysed the experiences 

of subtitlers when using MT and used the User 

Experience Questionnaire (UEQ) developed by 

Laugwitz et al. (2018) to measure UX. Karakanta et 

al. (2022) conducted a similar study, replicating the 

methodology of Koponen and colleagues, but with a 

bigger number of subtitlers and focusing on 

automatic subtitling. Both studies lead to the 

conclusion that subtitlers’ experiences of using MT in 

subtitling or automated subtitling ranged from neutral 

to slightly positive. In a similar vein, Briva-Iglesias, 

O’Brien, and Cowan (2023) analysed whether 

traditional or interactive post-editing had any effect 

on the UX of professional translators or the resulting 

quality and productivity after such an interaction, 

concluding that the interactive post-editing modality 

caused a statistically significantly higher UX than 

traditional post-editing. 

Going back to Koponen and colleagues' research, 

they made a modification of the validated UEQ to 

adapt it to the post-editing task, but no further 

analysis of consistency, validity or reliability was 

carried out. Moreover, only experiences during 

interaction with the tool were analysed, forgetting 

about pre- and post-task perceptions. This exclusion 

of elements may be problematic, as we may lose 

information from some crucial elements in the 

human-computer interaction. 

By considering the above analysis of literature, it is 

clear that both academia and industry have focused 

on studying the usability of MT, which, if we follow 

the definition of this concept provided by the ISO 

9241-11:2018 on Ergonomics of human-system 

interaction, is "[the] extent to which a system [...] can 

be used by specified users to achieve specified goals 

with effectiveness, efficiency and satisfaction in a 

specified context of use" (ISO 2018). In the field of 

HCI, usability is a fragment of a much broader and 

currently relevant concept, user experience (or UX), 

which according to the same ISO standard above, is 

"[a] person's perceptions and responses resulting 

from the use and/or anticipated use of a system" (ISO 

2018).  

Therefore, we propose that pre-, during-, and post-

task perceptions should be considered when assessing 

MTUX. We believe that further methodological con-

sideration of MTUX is needed at present, as it would 

help all stakeholders involved in the fields of Trans-

lation Studies, the language services industry, the MT 

domain or the multilingual communication world. 

In MT studies, there is little literature or research on 

the analysis of user experiences when interacting with 

MT. Why is this the case when MT is so relevant to-

day? Why is the focus on training larger and larger 

language models and not on improving the user expe-

riences of the systems? Or, alternatively, why are we 

not paying attention to what the needs of specific us-

ers are in order to adapt and personalise these tech-

nologies to users’ needs? Our supposition is that de-

velopers of MT systems are concerned about a partic-

ular aspect of quality, normally calculated via BLEU 

scores or some variant, which is driven by MT system 

‘competitions’, but that this has caused a rather nar-

row focus on system performance that assumes if the 

output is of good quality, all users of the system will 

be satisfied. However, this is a simplistic and untested 

hypothesis, especially seeing as MT systems have 

highly variable performance across different lan-

guages, text types, use cases and contexts. 

Our aim in this paper is to discover the best method-

ology for analysing MTUX in a way that can be ap-

plied to the full spectrum of MT users, and that allows 

us to:  

 Know what MT users experience when interact-

ing with MT systems or, in other words, evaluat-

ing their MTUX. 

 Discover the positive aspects that make the in-

teraction with the system and the resulting 

MTUX satisfactory and positive (if applicable), 

with the aim of maintaining or enhancing them 

in the design or development stages.  

 Discover the negative aspects that make the in-

teraction with the system and the resulting 

MTUX unsatisfactory and negative (if applica-

ble), with the aim of finding weaknesses in the 

system development and/or design step and thus 

taking into account the perceptions of real users 

in the development or updating of the systems.  

 Adapt the tools for the different types of users 

who may use them: professional translators, peo-

ple who do not know a language and use MT for 



 

assimilation purposes, companies using MT for 

dissemination purposes or users of MT for for-

eign language learning, among many other sce-

narios. 

Therefore, we propose the concept Machine Trans-

lation User Experience (MTUX) as "[a] person's per-

ceptions and responses resulting from the use and/or 

anticipated use of MT". From this definition, we place 

a special emphasis in “resulting from”, but also in 

“anticipated use”. We consider that both pre-, dur-

ing-, and post-task perceptions and experiences re-

lated to the interaction of a person with an MT sys-

tem, product or tool should be equally considered. 

Our suggestion is that MTUX should be used both in 

the Translation Studies sector to analyse what profes-

sional translators experience in their work according 

to their domain (translators specialised in legal texts 

will have different experiences and/or needs com-

pared with subtitlers), as well as to discover what 

other MT users feel when interacting with MT (such 

as an academic with an L1 other than English who 

writes in their L1 and then translates the text with 

MT). We acknowledge these are not the only use-case 

scenarios where MTUX should be studied and ana-

lysed, but just some examples.  

Moreover, MTUX is also crucial in technology devel-

opment, as there should be a symbiosis and collabo-

ration between the MT and the language technology 

sector to introduce feedback from actual users in or-

der to carry out updates, modifications or changes in 

the tools that have an impact and a real repercussion 

on the final MTUX. This will become more and more 

important as we see MT becoming further embedded 

into other technologies like, for example, social me-

dia or educational technology tools and increased use 

of multimodal MT. 

It would also allow for personalising technological 

tools to each use case according to the user, with their 

subsequent adoption and better reception among the 

community for which such personalisation is in-

tended (O’Brien and Conlan 2018). 

4 Methodology 

In HCI, there has been substantial discussion about 

the methodology for measuring UX, and different 

methods have been proposed depending on the 

objective of each researcher or study (Obrist, Roto, 

and Väänänen-Vainio-Mattila 2009). Some examples 

put the attention on the Hedonic Quality (HQ) of a 

product, and pay closer attention to emotions, 

hedonic elements or sensations (Hassenzahl, Beu, and 

Burmester 2001), while others have focused on the 

Pragmatic Quality (PQ) of a product, paying closer 

——————————————————————— 
1 AttrakDiff platform: https://www.attrakdiff.de/index-en.html  

attention to a mix of subjective and pragmatic 

elements (Vermeeren et al. 2010). However, the 

conclusion that has been reached is that 

questionnaires are the tool that best collects this type 

of data, and there are different questionnaires that are 

most commonly used in terms of UX in the HCI 

world, specifically AttrakDiff and UEQ (Law et al. 

2009).  

Therefore, when measuring MTUX, we need to have 

our goals and aims clear to be able to choose the most 

appropriate method, so that every stakeholder 

involved with MT can benefit from the results of 

MTUX evaluation, regardless of whether we are 

talking about professional translators, language 

service providers or lay users of MT. Thus, we 

consider that, when assessing MTUX, our objective 

must be twofold: 

 On the one hand, that the MTUX results that we 

obtain are appropriate for analysing the 

interaction of people with MT, and that they 

reflect in a real way the needs, preferences and 

opinions that the user has of their interaction 

with the system or product being analysed.  

 On the other hand, that these results in MTUX 

are not just theoretical and hedonic, but also 

pragmatic, since only obtaining subjective 

results that do not entail productivity or 

pragmatic effects would not be very viable nor 

feasible in today’s industry, where economics 

and productivity are essential. 

4.1 Questionnaires 

AttrakDiff (Hassenzahl, Burmester, and Koller 2003) 

consists of 28 pairs of opposing adjectives (e.g. "con-

fusing-clear", "bad-good") to be assessed using a 7-

point Likert scale just after interacting with a tool, 

product or system. AttrakDiff focuses on three differ-

ent factors: Pragmatic Quality (7 items that focus on 

the ease of use of the system or tool), Hedonic Quality 

(14 items that focus on the creation of pleasurable ex-

periences) and Attractiveness (7 items focusing on the 

overall experience resulting from the interaction). At-

trakDiff has been used for purposes including, but not 

limited to, measuring UX when interacting with Aug-

mented Reality displays (Kim and Yoo 2021) or ana-

lysing factors influencing the purchase of kitchen-

ware (Bevan et al. 2016). AttrakDiff can be used to 

measure the UX of a single product, to compare mul-

tiple products, or to measure the differences in UX of 

a product before and after applying design updates. 

An online platform allows questionnaires to be cre-

ated and sent to participants semi-automatically1. 

https://www.attrakdiff.de/index-en.html


 

For comparison, we have used the User Experience 

Questionnaire (UEQ) (Laugwitz, Held, and Schrepp 

2008). This second questionnaire consists of 26 pairs 

of opposing adjectives (e.g. "unattractive-attractive"), 

which are also to be evaluated on a 7-point Likert 

scale after interaction with the system, product or 

tool. UEQ also focuses on Attractiveness (6 items as-

sessing the overall experience of the interaction), 

Pragmatic Quality (12 items, but divided in three dif-

ferent subfactors), and Hedonic Quality (8 items that 

are also divided in two subfactors). In UEQ, Prag-

matic Quality is divided into Perspicuity (4 items fo-

cusing on the ease of use and learning the tool/prod-

uct), Efficiency (4 items focusing on the efficiency 

and practicality of the product under analysis), and 

Dependability (4 items that analyse whether the user 

feels in control of the interaction). Hedonic Quality is 

divided into Stimulation (4 items focusing on whether 

the product is interesting and motivating) and Nov-

elty (4 items measuring the degree of innovation of 

the system or product). Like AttrakDiff, UEQ can be 

used to measure UX after an interaction with a prod-

uct, but also to compare UX after using different 

products. The authors have also developed a tool to 

facilitate data analysis using Excel that performs au-

tomatic statistical analysis of validity and reliability 

(Schrepp, Thomaschewski, and Hinderks 2017). 

UEQ has been used in multiple scenarios, such as in 

the UX evaluation of different web page designs 

(Schrepp, Hinderks, and Thomaschewski 2014). 

4.2 Participants 

We recruited 15 professional translators in the Eng-

lish-Spanish combination and asked them to translate 

legal texts in Lilt, a CAT tool that offers the possibil-

ity of translating via traditional post-editing and inter-

active post-editing workflows. In order to obtain dif-

ferent measurements of MTUX, the translators inter-

acted with the tool on two consecutive days (4 differ-

ent interactions). Thus, on the first day, translators 

worked one hour with traditional post-editing and one 

hour with interactive post-editing, and on the second 

day they did the same but with different texts. After 

each hour of interaction with a post-editing modality, 

they completed both the AttrakDiff and UEQ ques-

tionnaires. The display of the questionnaire items at 

each point were randomised with positive and nega-

tive poles for each item alternated to avoid any con-

founding order effects or response acquiescence. 

4.3 Analyses performed 

To compare the two questionnaires and their reliabil-

ity, i.e. the consistency of the analysed factors be-

tween participants, every perception (4 AttrakDiff 

questionnaires of 28 items by 15 translators: 1680 

perceptions; 4 UEQ questionnaires of 26 items by 15 

translators: 1560 perceptions; total of 3240 percep-

tions) was collected and analysed in different ways. 

First, we made a comparison of the items. As some of 

the opposite adjective pairs measured in both ques-

tionnaires were similar (and in some cases even iden-

tical), we extracted the items that were similar in both 

questionnaires to be able to discern which question-

naire was more appropriate and adequate for measur-

ing MTUX by considering both Hedonic and Prag-

matic Quality elements, and created Tables 1, 2, and 

3. In Section 6, we discuss the similarities and differ-

ences between questionnaires more in depth by con-

sidering the two-fold objective that MTUX evalua-

tion should achieve, stated in Section 4. 

One of the most commonly used methodologies to 

measure the internal consistency of a test or scale is 

to calculate Cronbach's alpha coefficient (Cronbach 

1951). This is a statistical test that gives a score be-

tween 0 and 1, and indicates whether the items of a 

test or questionnaire measure the same concept and 

whether there is a connection between the different 

items of the test. Thus, the higher the number, the 

more consistent or reliable the method of assessment 

or measurement. Although there are different degrees 

of interpretation, a Cronbach alpha above 0.7 is usu-

ally considered to indicate the robustness of a meas-

urement method (Tavakol and Dennick 2011). In 

clinical cases where a patient's life may be at risk, this 

threshold of robustness is usually set at 0.9 (Ibid.). 

For our use case, a Cronbach alpha score above 0.7 

would be sufficient and would indicate a high robust-

ness of the method used. Thus, for calculating the 

Cronbach alpha, we only used the similar items in 

both questionnaires, shown in Table 1, against the dif-

ferent factors of the questionnaires (i.e. Attractive-

ness, Perspecuity, Efficiency, Stimulation and Nov-

elty). This allowed us to compare the internal con-

sistency of both questionnaires. 

Finally, in order to better choose which is the best 

method to evaluate MTUX, we also ran a Bland-Alt-

man statistical analysis (Bland and Altman 1999). 

This statistical method compares the mean difference 

of two quantitative measurements and places them 

within limits of agreement. Thus, by comparing the 

results of the two measurements, we can see whether 

the two methods offer the same measurement for a 

specific item, or whether the difference in measure-

ment deviate largely between methods (Giavarina 

2015). 

5 Results 

5.1 Item Comparison 

After comparing the different elements in each 

questionnaire, we could find 20 items that were very 

similar (or identical) both in AttrakDiff and in UEQ. 



 

Table 1 shows these similar terms side-by-side, while 

also including the factor in which the questionnaires 

included each of the items. These factors are relevant 

for calculating the Cronbach alpha. 

No. AttrakDiff 

Item 

UEQ 

Item 

Factor 

1 cumbersome-strai-

ghtforward 

not un-

derstanda-

ble-un-

derstandable 

Persp. 

(PQ) 

2 unimaginative-

creative 

dull-creative Nov. 

(HQ) 

3 unruly-manageable difficult to 

learn-easy to 

learn 

Persp. 

(PQ) 

4 cheap-premium inferior-va-

luable 

Sti-

mul. 

(HQ) 

5 dull-captivating boring-exci-

ting 

Sti-

mul. 

(HQ) 

6 unpredictable-pre-

dictable 

unpredicta-

ble-predicta-

ble 

De-

pend. 

(PQ) 

7 conventional-in-

ventive 

conventio-

nal-inven-

tive 

Nov. 

(HQ) 

8 bad-good bad-good At-

trac. 

9 complicated-sim-

ple 

complica-

ted-easy 

Persp. 

(PQ) 

10 unpleasant-plea-

sant 

unpleasant-

pleasant 

At-

trac. 

11 ordinary-novel usual-

leading edge 

Nov. 

(HQ) 

12 bold-cautious not secure-

secure 

De-

pend. 

(PQ) 

13 discouraging-moti-

vating 

demotiva-

ting-motiva-

ting 

Sti-

mul. 

(HQ) 

14 confusing-clearly 

structured 

confusing-

clear 

Persp. 

(PQ) 

15 impractical-practi-

cal 

impractical-

practical 

Effic. 

(PQ) 

16 tacky-stylish cluttered-or-

ganized 

Effic. 

(PQ) 

17 ugly-attractive unattractive-

attractive 

At-

trac. 

18 separates me from 

people-brings me 

closer to people 

unfriendly-

friendly 

At-

trac. 

19 conservative-inno-

vative 

conserva-

tive-innova-

tive 

Nov. 

(HQ) 

20 disagreeable-likea-
ble 

unlikable-
pleasing 

At-
trac. 

Table 1. Similar items from AttrakDiff and UEQ 

It is worth stressing that AttrakDiff had 28 items and 

UEQ 26 items, resulting in 8 and 6 items without a 

similar opposite adjective pair. Table 2 contains these 

orphan items from the AttrakDiff questionnaire, as 

well as their relevant factors. Most of these orphan 

items (5 out of 8) focus on Hedonic Quality, so they 

put the attention on whether the human-computer in-

teraction is pleasurable for the person, thus giving 

more importance to emotional elements. There is only 

one orphan item at AttrakDiff that focuses on Prag-

matic Quality. 

No. AttrakDiff 

Item 

Factor 

1 technical-human Depend. (PQ) 

2 unprofessional-professional Stimul. (HQ) 

3 unpresentable-presentable Novelt. (HQ) 

4 rejecting-inviting Attractiv. 

5 challenging-undemanding Persp. (HQ) 

6 alienating-integrating Persp. (HQ) 

7 isolating-connective Persp. (HQ) 

8 repelling-appealing Attractiv. 

Table 2. AttrakDiff items without a similar com-

parison at UEQ 

Table 3, on the other hand, shows the orphan terms 

from the UEQ questionnaire that had no similar item 

in AttrakDiff. We can clearly see a difference here, as 

the case is completely the opposite if compared with 

Table 2. Four out of six orphan items in UEQ are as-

signed to Pragmatic Quality (therefore focusing more 

on practical elements), while there is only one focus-

ing on Hedonic Quality. 

No. UEQ 

Item 

Factor 

1 annoying-enjoyable Attrac. 

2 not interesting-interesting Stimul. (HQ) 

3 inefficient-efficient Effic. (PQ) 

4 does not meet expecta-

tions-meets expectations 

Depend. (PQ) 

5 slow-fast Effic. (PQ) 

6 obstructive-supportive Depend. (PQ) 

Table 3. UEQ items without a similar compari-

son at AttrakDiff 

5.2 Questionnaire Reliability 

The reliability of each questionnaire (i.e. whether 

every person who completed the questionnaire was 

consistent with their answers for the different scales) 

can be observed and analysed through the Cronbach 

alpha results in Table 4.  



 

Factor AttrakDiff UEQ 

Attractiveness 0.80 0.93 

Perspicuity (PQ) 0.10 0.85 

Dependability (PQ) 0.03 0.70 

Efficiency (PQ) 0.84 0.84 

Stimulation (HQ) 0.77 0.78 

Novelty (HQ) 0.85 0.71 

Table 4. Cronbach alpha results per Factor and 

Questionnaire 

From Table 4 we can determine that the Cronbach al-

pha is higher for UEQ in 5 out of the 6 factors ana-

lysed. The only exception is the case of Novelty, 

where AttrakDiff attains a Cronbach alpha of 0.85, 

and UEQ only attains a Cronbach alpha of 0.71.  

Nevertheless, the most important part is that At-

trakDiff obtains very feeble and poor reliability 

scores in Pragmatic Quality factors, specifically in 

Dependability (0.03) and Perspicuity (0.10). UEQ ob-

tains a Cronbach alpha score of 0.70 and 0.85 in these 

two factors, respectively. This indicates that At-

trakDiff fails to measure in a reliable and consistent 

way the pragmatic elements of MTUX. It is also 

worth stressing that every Cronbach alpha result in 

UEQ is over the 0.7 threshold, therefore the reliability 

and consistency of this questionnaire should be con-

sidered acceptable and robust for every factor ana-

lysed. 

5.3 Agreement between Questionnaires 

Finally, for the Bland-Altman plot, we have analysed 

the different data points. We have only included the 

data points originating from the items that we 

consider as equal in Table 1. Should both 

questionnaires measure the same for these items, 

every data point (or at least most of them) should be 

within the confidence intervals.  

Thus, we have 20 similar item ratings from 15 

translators for 4 interactions (2 traditional post-

editing and 2 interactive post-editing) = 1200 results 

for each of the questionnaires. We calculated the 

difference of the measurements and extracted the 

mean (0.5) and the standard deviation (1.42). From 

this result, we established the confidence intervals, 

and created a Brand-Altman plot to see if the values 

were within the limits of agreement. If so, it would 

mean that the questionnaires are consistent and 

measure the same construct for the categories we 

have matched and compared.  

 

Figure 1: Bland-Altman plot showing the differ-

ences in measurements between AttrakDiff and 

UEQ 

At a glance, we can see that although some of the data 

points lie between the 95% confidence intervals (red 

lines), there are still many data points beyond those 

interval lines. This means that the differences 

between the means of the items analysed were 

substantial.  

If we analyse the data from Figure 1 more in depth 

and statistically, we can see that, from 1200 data 

points, 468 exceed the mean difference, thus being 

beyond the precision and confidence intervals. This 

means that 39% of the data points or perceptions were 

outside the expected confidence range, indicating that 

despite the constructs seemed to overlap for the two 

questionnaires they do not seem to measure the same 

thing consistently. 

6 Discussion 

By simply comparing items, we might conclude that 

19 pairs of adjectives are very similar or identical 

between the two questionnaires. However, if we 

analyse the orphan items, we can see that AttrakDiff 

has a higher focus on the Hedonic Quality of the 

products evaluated, i.e. it is a questionnaire with a 

more emotional emphasis and in search of the user's 

pleasure. This questionnaire may be more appropriate 

for evaluating UX from a graphic design point of 

view, such as web page layout and functionality or 

applications whose objectives are creating hedonic 

pleasure for the user.  

In contrast, UEQ puts more emphasis on the 

Pragmatic Quality of the product or system, and 

focuses more on efficiency, as we can see in the 

orphan pairs "inefficient-efficient" and "slow-fast", 

which are elements completely neglected in 

AttrakDiff. We suggest that this kind of adjective pair 

is very relevant for measuring MTUX, because 

whether or not MT users think the MT system, 

product or service helps them to be efficient or fast is 



 

valuable information for analysing the interaction of 

users with MT. The relevance of this user perception 

is even more important if we are comparing two 

different ways of interacting with MT, such as 

traditional and interactive post-editing. 

In the language services industry, a sector where 

productivity is vital (due to the fact that, if a translator 

works faster, this usually translates into higher profits 

for them personally or the company they work for), 

assessing Pragmatic Quality is a key element. Thus, 

we conclude that, in terms of items and adjective 

pairs, UEQ is more relevant for measuring MTUX 

because it combines both the hedonic and emotional 

views of users with more pragmatic and efficiency 

perceptions. 

Item analysis is not the only fact that supports our 

preference for UEQ - the results of reliability and 

consistency between participants and factors through 

the Cronbach alpha coefficients also tip the balance 

towards the use of UEQ. In 5 out of 6 factors, the 

Cronbach alpha coefficient is higher in UEQ than in 

AttrakDiff. Novelty is the only factor where this is not 

the case, as AttrakDiff obtains a Cronbach alpha of 

0.85 vs. 0.71 in UEQ. It is also worth stressing that 

AttrakDiff obtains very weak Cronbach alpha results 

in the factors related to the Pragmatic Quality of the 

product or system (0.10 in Perspicuity and 0.03 in 

Dependability; if compared with 0.85 and 0.70 in 

UEQ), which we already know to be of vital 

importance. 

Finally, the Bland-Altman graph supports the results 

obtained by calculating the Cronbach alpha values 

and indicates that, although both questionnaires 

should report comparable measurements for similar 

or identical items, this is not the case. 39% of the 

perceptions and data points collected fall outside the 

95% confidence intervals and, therefore, we can 

conclude that the two questionnaires do not measure 

these items in the same way. 

Consequently, we believe that in a situation where 

both hedonic and pragmatic elements are of interest 

in the UX, as in the evaluation of MTUX, the 

appropriate method to use is the UEQ. In case we 

wanted to analyse any other type of UX more related 

with graphic design, for example, where the focus is 

more on the aesthetics of the tool or user pleasure, 

AttrakDiff may be a more appropriate choice. 

7 Conclusions 

In this article, we have identified a gap in the litera-

ture in the field of MT in multilingual communication 

processes: more attention needs to be paid to the users 

interacting with MT and not only to the productivity 

and quality of the tools. We believe that technical ad-

vances must go hand in hand with sociotechnical 

evaluation, which has been neglected to date (Olohan 

2011). 

We therefore present the concept of MTUX and ex-

plain the role that its adoption can play in the devel-

opment of language technologies and especially MT, 

with the aim of creating sustainable and ethical lan-

guage technologies. 

For the first time, two of the most commonly used 

questionnaires in HCI for measuring UX have been 

applied to MT use in order to study MTUX. Data 

from 15 professional translators working in different 

iterations suggest that the best tool for measuring 

MTUX is the UEQ by considering both Pragmatic 

and Hedonic Quality criteria of the products or sys-

tems evaluated.  

The adoption of MTUX analysis and study will help 

to create better experiences for any user of MT prod-

ucts or systems and will allow developers to include 

authentic human feedback in the design process in or-

der to offer personalised tools according to the type 

of user. This will result in a wider adoption of lan-

guage technologies or MT, and a better human-ma-

chine symbiosis that will bring us closer to Intelli-

gence Augmentation (IA, as opposed to AI) (Sadiku 

and Musa 2021). By pursuing IA, we will be able to 

enhance and improve human skills and capabilities 

thanks to and through technology in a safe, secure, 

ethical, sustainable and human-centered way. 

As for the limitations of the study, the evaluation of 

MTUX requires taking into account the pre-, during- 

and post-task perceptions of the users. In this paper 

we have addressed some methodological questions on 

how to measure MTUX by comparing two HCI-type 

questionnaires. We have not had the possibility of ex-

ploring how developers might apply results from the 

questionnaires or how those results could be triangu-

lated with other measures, but this will be the focus 

of attention in the near future. In future work, we will 

introduce the Machine Translation User Experience 

Questionnaire (MTUXQ) to facilitate the analysis of 

all user perceptions related to MT interaction and 

semi-automate the statistical efforts that can be an in-

itial barrier to the study of MTUX. 
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