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Abstract 

The aim of this article is to present a new 

Neural Machine Translation (NMT) from 

Spanish into Galician for the social media 

domain that was trained with a Twitter cor-

pus. Our main goal is to outline the methods 

used to build the corpus and the steps taken 

to train the engine in a low-resource lan-

guage context. We evaluated the engine per-

formance both with regular automatic met-

rics and with a new methodology based on 

the non-inferiority process and contrasted 

this information with a human evaluation 

based on an error classification conducted by 

professional linguists. We will present the 

steps carried out following the conclusions 

of a previous pilot study, describe the new 

process followed, analyze the new engine 

and present the final conclusions. 

1 Introduction 

In recent years, the low-resource languages domain 

has received some attention from our research 

community. Many papers covered different 

strategies to overcome the need for data to train 

engines for low-resource languages. Ranathunga et 

al. (2023) gave a complete overview of the main 

techniques and solutions employed in this field: data 

augmentation techniques, such as word or phrase 

replacement, back-translation, parallel data mining; 

unsupervised NMT; semi-supervised NMT; 

multilingual NMT; transfer learning in NMT; and 

zero-shot NMT.  

A considerable amount of work has been also 

done in social media research, mainly in sentiment 

analysis and translation of user-generated content 

fields. The majority of these papers are focused on 

Phrase-Based Machine Translation (PBMT) engines. 

Only Lohar et al. (2019) attempted to compare the 

machine translations of tweets using phrase-based 

and neural MT and the usage of different amounts 

and types of training corpora for each of the two 

approaches. The results of their research showed that 

using a tiny Twitter corpus is useless for NMT train-

ing, although the system improved when using back-

translation and out-of-domain corpora. This particu-

lar procedure is the one used in our NMT training 

and adapted to a low-resource language combina-

tion, from Spanish to Galician. 

2 Background 

This contribution presents the most significant 

findings from a doctoral thesis on low-resource 

languages and NMT as a means of promoting and 

using a minority language in the context of social 

media1. It is carried out in the DespiteMT project 

framework, dedicated to researching the uses of MT 

applied to the media2. This study is based on a 

previous pilot completed in 2022, which focused on 

creating a Spanish into Galician NMT engine for 

social media and proposing a new methodology for 

evaluating this type of NMT engine (do Campo et 

al., 2022). 

For the pilot study, we created an NMT engine 

based on Joey through the online platform Mut-

NMT3 (a minimalist NMT toolkit for novices, 

https://aclanthology.org/D19-3019/). The corpus 

used to train the engine was a mix of two corpora. 

We used the Paracrawl corpus Spanish – Galician 

(1,879,651 sentences and 44,626,394 words) as a 

generic base corpus. To build a social media corpus, 
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we decided to extract Galician tweets from Twitter 

as finding parallel corpora would be very difficult. 

The idea was to find monolingual in-domain text 

and then back-translate it. Thus, we first created a 

Galician monolingual corpus of tweets written in 

Galician and extracted from Galician six institution-

al accounts (see Table 1): three accounts from the 

Galician Government and linguistic institutions and 

the accounts from the three Galician universities.  

Table 1: Number of tweets crawled per Galician institu-

tional account 

Twitter account Number of tweets 

@uvigo 11507 

@UDC_gal 10258 

@UniversidadeUSC 7875 

@AcademiaGalega 6362 

@PortalPalabras 5543 

@SXPL 4165 

 

These accounts were chosen specifically as they 

would be more reliable in terms of good use of 

grammar and spelling, as well as common and natu-

ral expressions. To extract the text of tweets and 

hashtags, we used the Python library snscrape, 

which is a scraper for social networking services 

(SNS) and scrapes things like user profiles, hashtags, 

or searches and returns the discovered items, e.g. the 

relevant posts. It allowed us to specifically target the 

desired accounts and crawled all tweets of their ac-

counts. The resulting file was a JSON file that we 

converted into a CSV file to handle the text. In the 

CSV file, we also erased all content except the tweet 

and the hashtags, eliminated URLs and icons, and 

finally checked that there was no content in other 

languages. 

After cleaning the monolingual corpus, we back-

translated it into Spanish using the generic Google 

Translate engine to give us a bilingual corpus 

(69,713 unique sentences). Then, we use the 

MTUOC python library4 to process the bilingual 

corpora and prepare it to train our engine. The en-

gine is available at: https://ntradumatica.uab.cat/. 

Once trained, the engine achieved a total BLEU 

(Papineni et al., 2002) score of 70.63 against the test 

corpus extracted only from the Twitter corpus. We 

also conducted an end-user evaluation based on the 

non-inferiority principle (do Campo et al., 2022). In 

pharmaceutical studies, this is commonly used to 

determine whether a treatment or product is not 

worse than an active treatment or product. The pilot 

——————————————————————— 
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study had two main objectives: validate the method 

and evaluate our NMT engine. In this study, the non-

inferiority principle attempted to determine whether 

tweets generated by NMT are perceived as inferior 

(Molina, 2020; Althunian et al., 2017; Tunes da 

Silva et al., 2009) or less natural than tweets directly 

written in Galician.  From a pragmatic point of view, 

non-inferiority stands for MT-obtained texts which 

are not perceived are less natural than any other 

piece of text originally written in the target lan-

guage. The sample of tweets was selected following 

two criteria. First, they were classified according to 

their origin: original text if the text was directly writ-

ten in Galician, and machine translation if the text 

was machine translated from Spanish into Galician 

using our NMT. Then, they were classified accord-

ing to their length: short sentence, long sentence, 

paragraph composed of short sentences, paragraph 

composed of long sentences, and mixed paragraph if 

the paragraph contained both short and long sen-

tences.  

According to the results of this previous pilot 

study, we were able to draw several conclusions. On 

the one hand, we found weaknesses and strengths of 

the performance of the NMT engine in a low-

resource language context. The estimations based on 

the model (do Campo et al., forthcoming) indicated 

the path to improving our engine. The performance 

in short sentences presented both individually or in a 

paragraph should be improved in order to reach non-

inferiority in all kinds of tweets. Surprisingly, we 

discovered that our engine was not inferior to tweets 

directly written in Galician and formed by long sen-

tences. On the other hand, we validated our analysis 

method. We demonstrated that non-inferiority eval-

uations can be used to extract end-user perceptions 

in machine translation evaluation. 

Hence, we designed the final training and repeat-

ed our study taking into account the pilot conclu-

sions.  

3 Retraining process of the NMT engine 

for social media 

In the second training of the NMT engine, we 

changed two settings of the first NMT engine setup: 

the amount of data of the specific corpus and the 

NMT technology. We kept the Paracrawl corpus as a 

base generic corpus but decided to expand our 

Twitter corpus. Our first Twitter corpus contained 

only nearly 70000 unique sentences. To build a 

larger Twitter corpus, we chose more institutional 

Galician accounts (see Table 2), such as those 

associated with Galicia’s official television and 

radio, accounts designed to promote Galician, 

divulgation magazine accounts, and podcasts in 

Galician accounts. These 18 accounts were 



 

specifically chosen following the same criteria as in 

the previous study of good use of grammar and 

spelling, as well as common and natural expressions. 

 

Table 2: Number of tweets crawled per Galician institu-

tional account 

Twitter account Number of tweets 

@uvigo 11507 

@UDC_gal 10258 

@UniversidadeUSC 7875 

@AcademiaGalega 6362 

@PortalPalabras 5543 

@SXPL 4165 

@Falaredes 8887 

@culturagaleg 28252 

@consellocultura 5486 

@biosbardia 4191 

@EdGalaxia 13518 

@podgalego 5644 

@comochodigo 362 

@ctnl 9994 

@NeoFalantes 362 

@GalegoTwitch 13223 

@diariocultural_ 13545 

@RadioGalega 81604 

@TVGalicia 144741 

@DigochoEuTVG 738 

@IGE_Estatistica 27131 

@Valedordopobo 3385 

@Fegamp 3743 

@Par_Gal 17258 

 

They also are very active accounts with much 

more content. We used the same Python scripts to 

crawl the content and clean the resulting corpus (see 

Figure 1). First, we manually crawled the specific 

accounts, exported the content into JSON files, and 

then converted them into CSV.  

 

Figure 1: Example of the Python script used to crawl the 

tweets of the Galician Parliament account 

Second, handled the CSV content (see Figure 2) 

and eliminated everything except the content of the 

tweet. Then, we cleaned URLs and icons, and 

checked that all tweets were in fact written in Gali-

cian, as we found some content in Spanish in the 

previous crawling. 

 

Figure 2: CSV file created from the JSON export 

After erasing URLs, icons, and other language 

content, we back-translated the tweets into Spanish 

with Google Translate. We used this technique be-

cause of the good results obtained in the first evalua-

tion and in the bibliography. We obtained a bilingual 

file of 299,051 translation units. To clean and to-

kenize the bilingual corpus, we used the MTUOC 

library. The MTUOC clean script allowed us to 

normalize apostrophes, remove HTML/XML tags, 

unescape html entities and remove segments with 

empty source or target. It also allowed us to remove 

source and target segments that were equal. The 

cleaned bilingual corpus contained 262,785 unique 

sentences and 5,448,375 words. We trained our en-

gine with the generic Paracrawl corpus Spanish – 

Galician (1,879,651 sentences and 44,626,394 

words) and this specific corpus. 

Regarding the NMT technology, we used a trans-

former-big configuration for Marian and sentence-

piece (Wolf et al., 2020). We decided to change the 

NMT technology used to have better control of the 

training parameters as the Joey MutNMT platform 

does not allow this. The BLEU score obtained was 

85% against the test corpus extracted only from the 

Twitter corpus, which was higher than the BLEU 

score achieved in the pilot study. 

4 NMT engine evaluation 

We carried out two different types of evaluation of 

our NMT engine. First, we replicated the non-

inferiority evaluation presented in our first study 



 

with some adjustments and obtained better results 

(do Campo et al., forthcoming). Second, we 

conducted an error evaluation using the DQF-MQM 

framework (Lommel et al., 2018; Görög, 2014; 

Popovic, 2018), which was carried out by three 

professional linguists with over ten years of 

experience using the online platform ContenQuo. 

ContentQuo is an online platform, specially 

dedicated to translation quality evaluation with 

specific workflows and predefined quality templates, 

such as the one used, DQF. The goal of doing two 

different evaluations was to find a link between 

errors and a negative attitude toward the machine-

translated tweets, similar to the methodology applied 

by Guerberof et al., 2022 and Bhardwaj et al., 2020.  

To carry out the error-classification evaluation 

based on the DQF-MQM framework, we selected 

three Galician linguists with more than 10 years of 

experience in the Spanish-Galician language direc-

tion and with experience in Machine Translation 

through Proz.com. The professional evaluation was 

remunerated and conducted in the app ContentQuo5 

(see Figure 3). 

 

 

Figure 3: ContentQuo interface 

We asked proofreaders to review 30 tweets that 

were translated from Spanish into Galician using our 

NMT engine for social media (890 words). Linguists 

were asked to assess the raw MT output. Those 

tweets were the same used in the non-inferiority 

evaluation survey. A brief explanation before the 

evaluation was given to contextualize the task and 

explain the objective of the assignment. They dedi-

cated one to two hours to this task. 

The mean overall quality score obtained was 

94.55%. Although this is a good score taking into 

account that the tweets were not postedited, we were 

more interested in the type of errors annotated by the 

professional linguists and in the severity of the er-

rors (see Table 3). No errors were found in the fol-

lowing DQF-MQM categories: verity, locale con-

——————————————————————— 
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vention, and design. Some errors were found in the 

categories style and others (errors that cannot be 

categorized in any of the rest of the categories). As 

expected, most of the errors were found in the fluen-

cy, adequacy, and terminology categories. Grammar, 

punctuation, and spelling errors were found in the 

fluency category, while mistranslations and over-

translations were found in the adequacy category. 

Regarding the severity, no critical errors were 

found and the majority of the errors were minor. 

Only a few errors were classified as major. The 

DQF-MQM template also allowed the classification 

of the errors as neutral without affecting the quality 

score. In Table 3, a detailed list of errors by error 

category is presented. 

 

Table 3: list of errors found in the error classification 

evaluation using the DQF-MQM framework 

Error  

Category 

Neutral Minor Major  Critical  

Verity 0 0 0 0 

Terminology 0 2 2 0 

Style 1 2 0 0 

Other 3 3 0 0 

Locale  

convention 

0 0 0 0 

Fluency 0 14 2 0 

Design 0 0 0 0 

Accuracy 2 4 3 0 

 

An intriguing finding was that major errors were 

mostly distributed in threads and short paragraphs, 

which could explain the survey's low acceptance (do 

Campo et al., forthcoming). Furthermore, while 

minor errors were distributed indiscriminately in all 

types of tweets, it appears that this severity of errors 

has no effect on users' perceptions of naturalness. 

We also asked the linguists for a general comment 

about the quality of the raw machine-translated 

tweets. Generally speaking, they agreed on the good 

quality of the engine. They highlighted that some 

segments did not need any change, while others need 

a few changes to be correct with respect to the Span-

ish text. 

5 Conclusions 

The purpose of this article was to describe the pro-

cess of developing an NMT engine for social media 

in a low-resource language combination using Twit-

ter data and back-translation as primary strategies. 

We have shown that increasing the in-domain Twit-

ter corpus and using back-translation improved the 



 

engine's performance in terms of both automatic and 

human evaluation. We also want to emphasize that 

the size of the in-domain Twitter corpus will be de-

termined by the proximity of the languages used. As 

Spanish and Galician are very close languages, we 

saw promising results with a small in-domain cor-

pus. 

As shown by us and other authors, Twitter is a 

good source of monolingual data crawling. In this 

article, we have shown that it can be used for more 

than common uses such as sentiment analysis.  

Furthermore, professional linguists concluded that 

the raw machine-translated tweets evaluated could 

benefit from minor post-editing. The double evalua-

tion conducted -non-inferiority (do Campo et al., 

forthcoming) and human evaluation- demonstrated 

that our engine is capable of translating social media 

content. 

Finally, we want to contextualize the importance 

of conducting NMT research on low-resource lan-

guages in order to promote their use. Both our train-

ing process and evaluation methodology can be rep-

licated in other language combinations that are simi-

lar to ours, particularly if they want to promote the 

low-resource language on social media and the In-

ternet. With our research, we hope to help Galician 

to reach the younger population through social me-

dia and reduce the loss of speakers in the last dec-

ades. 
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