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Abstract

We tackle the task of automatically dis-
criminating between human and machine
translations. As opposed to most previ-
ous work, we perform experiments in a
multilingual setting, considering multiple
languages and multilingual pretrained lan-
guage models. We show that a classifier
trained on parallel data with a single source
language (in our case German—English)
can still perform well on English transla-
tions that come from different source lan-
guages, even when the machine transla-
tions were produced by other systems than
the one it was trained on. Additionally, we
demonstrate that incorporating the source
text in the input of a multilingual classifier
improves (i) its accuracy and (ii) its robust-
ness on cross-system evaluation, compared
to a monolingual classifier. Furthermore,
we find that using training data from mul-
tiple source languages (German, Russian,
and Chinese) tends to improve the accu-
racy of both monolingual and multilingual
classifiers. Finally, we show that bilin-
gual classifiers and classifiers trained on
multiple source languages benefit from be-
ing trained on longer text sequences, rather
than on sentences.

1 Introduction

In many NLP tasks one may want to filter out ma-
chine translations (MT), but keep human transla-
tions (HT). Consider, for example, the construc-
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tion of parallel corpora used for training MT sys-
tems: filtering out MT output is getting progres-
sively harder, given the ever-increasing quality of
neural MT (NMT) systems. Moreover, the exis-
tence of such high-quality NMT systems might ag-
gravate the problem, as people are getting more
likely to employ them when creating texts. In addi-
tion, it is also hard to get fair training data to build
a classifier that can distinguish between these two
types of translations, since publicly-available par-
allel corpora with human translations were likely
used in the training of well-known publicly avail-
able MT systems (such as Google Translate or
DeepL). Therefore, we believe that making the
most of the scarcely available (multilingual) train-
ing data is a crucial research direction.

Previous work aiming at discriminating between
HT and NMT operates mostly in a monolingual
setting (Fu and Nederhof, 2021; van der Werff
et al., 2022), To our knowledge, the only ex-
ception is Bhardwaj et al. (2020), who targeted
English—French, and fine-tuned not only French
LMs (monolingual target-only setting), but also
multilingual LMs, so that the classifier had also ac-
cess to the source text. However, this work used an
in-house data set, therefore limiting reproducibil-
ity and practical usefulness. There is also older
work that tackled statistical MT (SMT) vs HT clas-
sification (Arase and Zhou, 2013; Aharoni et al.,
2014; Li et al., 2015). Nevertheless, since both the
MT paradigm (SMT) and the classifiers used are
not state-of-the-art anymore, less recent studies are
of limited relevance today.

Compared to previous work, this paper explores
the classification of HT vs NMT in the multi-
lingual scenario in more depth, considering sev-
eral languages and multilingual LMs. We demon-
strate that classifiers trained on parallel data with



a single source language still work well when ap-
plied to translations from other source languages
(Experiment 1). We show improved performance
for fine-tuning multilingual LMs by incorporating
the source text (Experiment 2), which also dimin-
ishes the gap between training and testing on dif-
ferent MT systems (Experiment 3). Moreover,
we improve performance when training on addi-
tional training data from different source languages
(Experiment 4) and full documents instead of iso-
lated sentences (Experiment 5).

2 Method

2.1 Data

To get the source texts and human translation part
of the data set, we use the data sets provided across
the WMT news shared tasks of the past years.!
As explained in the previous section, we only use
the WMT test sets, to (reasonably) ensure that the
popular MT systems we will be using (Google
Translate and DeepL) did not use this as training
data. Note that if any of the MT systems had used
this data for training the task would actually be
harder, since their translations for the data would
be expected to resemble more human translations
than if this data had not been used for training.
An alternative would be to use in-house datasets,
like Bhardwaj et al. (2020), but that also comes
with an important drawback, namely limited repro-
ducibility.

We run experiments across 7 language pairs
(German, Russian, Chinese, Finnish, Gujarati,
Kazakh, and Lithuanian to English) and use only
the source texts that were originally written in the
source language, following the findings by Zhang
and Toral (2019). The data of WMT 19 functions as
the test set for all languages, while WMT18 is the
development set (only used for German, Russian
and Chinese, since the other languages are tested in
a zero-shot fashion). Detailed data splits are shown
in Table 1.

2.2 Translations

We obtain the MT part of the data set by trans-
lating the non-English source texts to English by
using Google Translate or DeepL. The translations
were obtained in November-December 2022, ex-
cept for the German translations, which we take

'For example, https://www.statmt.org/wmtl19/
translation-task.html

Train Dev  Test
Sentence-level

German (WMTO08-19) 8,242 1,498 2,000
Russian (WMT15-19) 4,136 1,386 1,805
Chinese (WMT17-19) 878 2,260 1,838
Finnish (WMT19) — — 1,996
Gujarati (WMT19) — — 1,016
Kazakh (WMT19) — — 1,000
Lithuanian (WMT19) — — 1,000

Document-level
German (WMTO08-19) 366 69 145
Russian (WMT15-19) 249 115 196
Chinese (WMT17-19) 123 222 163

Table 1: Number of sentences and documents per split for the
languages used throughout this paper.

from van der Werff et al. (2022) and were obtained
in November 2021.2

The data set we feed to our classification model
is built by selecting exactly one human transla-
tion and one machine translation (either Google or
DeepL) per source text. This way, we ensure there
is no influence of the domain of the texts, while
simultaneously ensuring a perfectly balanced data
set for each experiment. Note that this also means
that we actually train and test on twice as much
data as is reported in Table 1. Target-only or mono-
lingual classifiers are trained only on the English
translations, while source + target or multilingual
classifiers are trained on both the source text and
the English translation thereof. For evaluation, we
also use MT outputs from selected WMT2019’s
submissions.>

2.3 Classifiers

We follow previous work (Bhardwaj et al., 2020;
van der Werff et al., 2022) in fine-tuning a pre-
trained language model on our task. We use
DEBERTA-V3 (He et al., 2021) for the target-only
classifiers since this was the best model by van der
Werff et al. (2022). For the source + target classi-
fiers we test M-BERT (Devlin et al., 2019), M-BART
(Lewis et al., 2020), XLM-R (Conneau et al., 2020)
and M-DEBERTA (He et al., 2021), while Bhardwaj
et al. (2020) only used M-BERT and XLM-R.

“We translated the German test set in April 2023 with both
Google and DeepL and compared them to the original trans-
lation of November 2021. We found BLEU scores of 98.27
and 98.54 for Google and DeepL, respectively, leading us to
conclude that there are no substantial differences between the
two versions of the MT systems.

3Details in Appendix A (Table 8).



‘ Trained on Google translations

‘ Trained on DeepL translations

J Eval ‘ de-d de-t fi gu kk 1t ru zh ‘ de-d de-t fi gu kk It ru zh
DeepL

Google 68.6

WMT; 66.8

WMT,
WMT;
WMT,

68.2
70.9
54.7

Table 2: Accuracies for the target-only DEBERTA-V3 model when training on English translations (by Google or DeepL) from
German and testing on translations from a different source language and different MT system on the test set. For German we
report results both on the development (de-d) and test (de-t) sets. DeepL does not offer translations from Gujarati or Kazakh.

We fine-tuned our pre-trained language models
by using the Transformers library from Hugging-
Face (Wolf et al., 2020). We use the ForSequence-
Classification implementations, both for the target-
only as well as the source + target models. For
the latter, this means that the source and target are
concatenated by adding the [SEP] special charac-
ter, which is the default implementation when pro-
viding two input sentences. We did experiment
with adding source and target in the reverse order,
but did not obtain improved performance. We did
not experiment with adding a language tag to the
source text.

2.4 Experimental details

The results for Experiment 1 were obtained with-
out any hyper-parameter tuning - we simply took
the settings of van der Werff et al. (2022). For
finding the best multi-lingual language model (Ex-
periment 2), we did perform a search over batch
size and learning rate on the development set. We
performed separate searches for the Google and
DeepL translations, as well as the monolingual and
bilingual settings. The final settings are shown in
Table 9 in Appendix B. For Experiment 3 and Ex-
periment 4, we used the settings of the previously
found best models. For the document-level sys-
tems in Experiment 5 we used the hyperparameters
listed in Table 10 in Appendix B. Reported accura-
cies are averaged over three runs for the sentence-
level experiments (Exp 1-4) and over ten runs for
the document-level experiments (Exp 5). Standard
deviations (generally in range 0.2 - 2.0) are omit-
ted for brevity, except for the document-level ex-
periments, since they tend to be higher in the latter
setting. All our code, data and results are publicly
available.*

*https://github.com/Malina03/
macocu—ht-vs-mt/

3 Results

3.1 Experiment 1: Testing on Translations
from Different Source Languages

In our first experiment (with results in Table 2),
we analyse the performance of our classifier when
testing a target-only model on English translations
from a different source language. Here, the ma-
chine translations for training our classifier come
from Google or DeepL, while we evaluate on
translations from Google, DeepL and the two top-
ranked (WMT1, WMT?2) and two bottom-ranked
(WMT3, WMT4) WMT2019 submissions (Bar-
rault et al., 2019). See Appendix A for additional
details on these WMT submissions.

The results in Table 2 show that human and
machine translations from a different source lan-
guage can still be reasonably well distinguished.
For certain languages, we are even very close to
the performance on German (the original source
language). The other languages do seem to show
an influence of the source language, as the accu-
racies are generally slightly lower, but are usu-
ally still comfortably above chance-level. How-
ever, there are a few cases were the classifier now
performs below chance level. This happened only
for the bottom-ranked WMT systems (WMT3 and
WMT4), which might not be representative of
high-quality MT systems.

MT quality vs accuracy We are also interested
in how the quality of the translations influences
accuracy scores. Since we have the human (ref-
erence) translations, we plotted the accuracy score
of our classifier versus an automatic MT evaluation
metric, BLEU (Papineni et al., 2002), in Figure 1.2
What is quite striking here is that we actually ob-
tain an increased performance for higher-quality
translations. When training on DeepL translations

Plots for COMET (Rei et al., 2020) instead of BLEU are in
Appendix C.
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Figure 1: Accuracy versus BLEU scores for each system in Table 2, using Google or DeepL translations during training.

we actually find a significant correlation between
accuracy and BLEU (R = 0.696, p < 0.0001),
though for Google translations we did not (R =
0.249, p = 0.094). Intuitively, it should be easier
to distinguish between low-quality MT and HT, so
this is likely a side-effect of training on the high-
quality translations from Google and DeepL. We
consider this an important lesson for future work:
if a classifier learns to distinguish high-quality MT
from HT, this does not mean that distinguishing
lower-quality MT comes for free.

3.2 Experiment 2: Source-only vs
Source+Target Classifiers

In our second experiment, we aim to determine
whether having access to the source sentence im-
proves classification performance. We test a va-
riety of multilingual LMs, comparing their per-

Google DeepLL
tgt-only src + tgt tgt-only src + tgt
DEBERTA-V3  75.0 — 71.7 —
M-BERT 65.9 71.7 65.5 66.1
M-BART 69.3 71.7 61.9 68.1
XLM-R 66.0 69.3 62.4 66.9
M-DEBERTA 70.4 74.9 65.1 71.8

Table 3: Development set accuracies of the best monolingual
LM by van der Werff et al. (2022) (DEBERTA-V3) and multi-
lingual LMs, comparing the use of target-only and source +
target data. The classifiers are trained and evaluated on the
German-English data (Google or DeepL.). Best result per col-
umn in bold.

formance when having access only to the transla-
tion (target-only) to when also having access to the
source sentence (source + target). Table 3 shows
that accuracies indeed clearly improve for all of
the tested LMs, with M-DEBERTA being the mul-
tilingual LM that leads to the highest accuracy.
Note that this model performs similarly to the best
target-only monolingual LM (DEBERTA-V3, with
the scores taken from van der Werff et al. (2022))
on the development set, likely due to the higher
quality of the latter LM for English. However, on
the test set (also shown in Table 4), which was
never seen during development of the classifiers,
the multilingual model is actually clearly superior
(72.3% versus 65.6%).

3.3 Experiment 3: Cross-system Evaluation

The study of van der Werff et al. (2022) showed
that MT vs HT classifiers are sensitive to the
MT system that was used to generate the training
translations, as performance dropped considerably
when doing a cross-system evaluation. However,
we hypothesize that giving the classifier access to
the source sentence will make it more robust to
seeing translations from different MT systems at
training and test times.

We show the results of the cross-MT sys-
tem evaluation for the best performing target-only
(DEBERTA-V3) and source + target (M-DEBERTA)
models in Table 4. For training on Google and test-
ing on DeepL, we still see a considerable drop in
performance for the source + target model (around
9 points in both the dev and test sets for both



Evaluated on — Dev Test
J Trained on Google DeepL. Google DeepL
DEBERTA-V3
Google 75,0 660  65.6 57.4
DeepL. 70.0 717 648 669
M-DEBERTA
Google 749 662 723  63.8
DeepL 713 71.8 727  72.0

Table 4: Dev and test set accuracies of DEBERTA-V3 (target-
only) and M-DEBERTA (source + target) when trained and
evaluated on Google and DeepL. First two rows of results
taken from van der Werff et al. (2022). Best score per col-
umn and classifier in bold.

the target-only and source + target classifiers).
However, when training on DeepL and testing on
Google, we do see a clear effect on the test set: the
target-only model dropped 2.1% in accuracy (66.9
— 64.8), while the source + target model actually
improved by 0.7% (72.0 — 72.7).

3.4 Experiment 4: Training on Multiple
Source Languages

Here, we investigate if we can actually combine
training data from different source languages to
improve performance. We run experiments for
German, Russian and Chinese for both the target-
only and the source + target model, of which
the results are shown in Table 5. Having ad-
ditional training data from different source lan-
guages clearly helps, even for the multilingual
source + target model. The only exception is the
experiment on Chinese for the multilingual model,
as the best performance (68%) is obtained by only
training on the Chinese training data.® There does
seem to be a diminishing effect of incorporat-
ing training data from different source languages
though, as the best score is only once obtained
by combining all three languages as training data.
Nevertheless, given the improved performance for
even only small amounts of additional training data
(Chinese has only 1,756 training instances), we see
this as a promising direction for future work.

3.5 Experiment 5: Sentence- vs
Document-level

We perform a similar experiment as van der Werff
et al. (2022) by testing our classifiers on the
document-level, as the WMT data sets include this

The best performance on Chinese, in general, was, surpris-
ingly, obtained by the target-only model (76.1% accuracy).

Eval - DEBERTA-V3 M-DEBERTA
J Train de zh ru de zh ru

65.6 64.2 633 723 55.1 66.1
58.1 75.4 53.4 63.5 68.0 61.6
56.7 52.3 63.1 643 56.7 69.0

66.6 76.1 63.7 727 66.2 68.7
663 62.0 67.1 73.6 585 71.6
59.7 755 66.2 66.3 66.0 69.3
66.5 752 68.1 72.8 65.8 71.3

German (de)
Chinese (zh)
Russian (ru)

de + zh
de +ru
ru + zh
de + zh + ru

Table 5: Test set accuracies on discriminating between HT
and Google Translate with DEBERTA-V3 (target-only) and M-
DEBERTA (source + target) when training on data from one
versus multiple source languages. Best score per column
shown in bold.

information. We expect that the task is (a lot) eas-
ier if the classifier has access to full documents
instead of just sentences. We test this with both
the best monolingual (DEBERTA-V3) and multi-
lingual (M-DEBERTA) models on Google transla-
tions from German.

Truncation DeBERTa models can in principle
work with sequence lengths up to 24,528 tokens,
but that does not mean this is optimal, espe-
cially when taking speed and memory require-
ments into account. In Table 6 we compare ac-
curacies for different values of maximum length,
or in other words, different levels of truncation.
For DEBERTA-V3, the preferred truncation value
is 1,024 tokens, while for M-DEBERTA we opt for
3,072. For both models, the input documents are
barely truncated. The larger value for M-DEBERTA
is expected, as those experiments have roughly
twice the amount of input tokens (source- + target-
language data versus just target data). Lengths
of 3,072 (DEBERTA-V3) or 4,096 (M-DEBERTA)
did not fit into our GPU memory (NVIDIA V100)
even with a batch size of 1, but looking at the
scores and truncation percentages, this does not
seem to be an issue.

Evaluation We evaluate the models using the
preferred truncation settings found above.” We
train on either just German, or German, Russian,
and Chinese data, and evaluate on the German
data.® We evaluate the performance on three dif-
ferent classifiers: (i) applying the best sentence-
level model on the documents sentence by sen-

"Hyperparameters used are shown in Appendix B (Table 10).

8Results for Russian and Chinese are in Appendix C (Ta-
ble 11).



max DEBERTA-V3 M-DEBERTA Trained on — German (de) de + ru + zh
length | T (%) T (avg) Acc. | T (%) T (avg) Acc. DEB M-DEB DEB M-DEB
512 38 132 794 77 793 75.9 Majority vote 68.5 £8.7 73.1 £5.7 75.6 £6.7 76.5 £4.7
768 17 62 95.0 62 617 80.1 Doc-level 62.6 £3.6 75.3 £3.9 67.3 £10.7 83.0 +2.2
1,024 8 32 96.4 50 472 853 Doc-level (ft) 81.1 £2.7 86.0 +1.2 87.0 2.6 88.7 £1.4
2,048 0.8 4 934 16 155 89.7
3,072 0.0 00 — 5 20 919 Table 7: Document-level accuracies and standard deviations

Table 6: Document-level accuracies (Acc.) for different val-
ues of maximum length (number of tokens) on the German
development set, trained on German data. 7 (%) indicates
the percentage of training documents that were truncated. T
(avg) indicates the average amount of tokens that were trun-
cated across the training set. Best score per classifier in bold.

tence, and taking the majority vote, (ii) simply
training on the documents instead of sentences and
(iii) fine-tuning the best sentence-level model on
documents. The latest classifier is motivated by
the fact that there are much fewer document-level
training instances than there are of sentence-level
(Table 1).

Document-level classifiers The results are
shown in Table 7, which allows us to draw the
following conclusions. For one, fine-tuning the
sentence-level model on documents is clearly
preferable over simply training on documents,
while also comfortably outperforming the ma-
jority vote baseline. Fine-tuning not only leads
to the highest accuracies, but also to the lowest
standard deviations, indicating that this classifier
is more stable than the other two. Second, we
confirm our two previous findings: the models can
improve performance when training on texts from
a different source language (Chinese and Russian
in this case) and the models clearly benefit from
having access to the source text itself during
training and evaluation.

4 Conclusion

This paper has investigated the discrimination be-
tween neural machine translation (NMT) and hu-
man translation (HT) in multilingual scenarios,
using as classifiers monolingual and multilingual
language models (LMs) that are fine-tuned with
small amounts of task-specific labelled data.

We have found out that a monolingual classifier
trained on English translations from a given source
language still performs well above chance on En-
glish translations from other source languages. Us-
ing a multilingual LM and therefore having access
also to the source sentence results overall in bet-
ter performance than an equivalent LM that only

with DEBERTA-V3 (target-only, denoted as DEB) and M-
DEBERTA (source + target, M-DEB) when evaluating on the
test that has German as the source language using Google as
the MT system. Best result per column shown in bold.

has access to the target sentence. Such a classi-
fier seems more robust in a cross-system situation,
i.e. when the MT systems used to train and evalu-
ate the classifier are different. Moreover, as task-
specific data is limited, we experimented with (i)
training on data from different source languages
and (ii) training on the document-level instead of
the sentence-level, with improved performance in
both settings.

4.1 Future work

In this work, we took an important step toward de-
veloping an accurate, reliable, and accessible clas-
sifier that can distinguish between HT and MT.
There are, of course, still many research directions
to explore, in particular regarding combining dif-
ferent source languages and MT systems during
training. Moreover, in many practical applications,
it is unknown whether a text is actually a transla-
tion, as it can also be an original text. Therefore, in
future work, we aim to develop a classifier that can
distinguish between original texts, human transla-
tions, and machine translations.
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A  WMT MT Systems

Table 8 shows the specific WMT19 systems that
were used during Experiment 1. Barrault et al.
(2019) did not specify which specific online sys-
tems were used.

B Hyperparameters

Sentence-level hyperparameters used in our exper-
iments are shown in Table 9, while the document-
level settings are shown in Table 10.

C Additional Results

Figure 2 shows additional results for Experiment
1, specifically scatter plots of the accuracy of the
classifier versus COMET scores for each system
for both Google and DeepL. This complements
Figure 1 in Section 3.1, in which BLEU was used
instead of COMET. The trends are very similar in
both figures.

Table 11 shows additional evaluation results on
document-level classification (Experiment 5), as
opposed to Table 7 in which we evaluated on
the test set that has German as the source lan-
guage. We observe that fine-tuning the sentence-
level model is still generally preferable, though
there are few cases in which just training on docu-
ments resulted in the best performance. A curious
observation is that for Chinese including the source
text does generally not lead to improved perfor-
mance, while this is not the case for Russian and
German.

WMT1 WMT2 WMT3 WMT4
de Ngetal. (2019) Rosendahl et al. (2019) Molchanov (2019) online-X
fi  Xiaetal. (2019) online-Y Bigici (2019) Pirinen (2019)
gu Lietal. (2019) Bawden et al. (2019) Goyal and Sharma (2019) Mondal et al. (2019)
kk online-B Liet al. (2019) Briakou and Carpuat (2019) Budiwati et al. (2019)
It Beietal. (2019) Pinnis et al. (2019) JUMT online-X
ru Ngetal. (2019) online-G online-X Dabre et al. (2019)
zh Sunetal. (2019) Guo et al. (2019) Li and Specia (2019) online-X

Table 8: WMT systems used in our analysis. WMT1 and WMT?2 are the two top-ranked systems, while WMT3 and WMT4
are the two bottom-ranked systems. The JUMT system did not submit a paper.

Monolingual Multilingual
Learning Rate Batch Size Learning Rate Batch Size
Google DeepL. Google Deepl. Google Deepl. Google DeepL
DEBERTA-V3  le™® le™® 32 32 — — — —
M-BERT le™® le™® 16 32 le™® le™® 16 32
M-BART le  5e© 16 32 5e 6  le™ 16 16
XLM-R le®  le™® 16 32 le?  1le™® 16 16
M-DEBERTA le™® le™® 32 32 5e~? le™d 32 16

Table 9: Final hyper-parameter settings for the models used throughout the paper. We experimented with a batch size of
{16, 32,64} and a learning rate of {1674, le® 5e7°, 1e76, 5676}.



Max Sequence Length Learning Rate Batch Size Gradient Accumulation

DEBERTA-V3 1,024 le™® 2 8
M-DEBERTA 3,072 le=? 1 8

Table 10: Final hyper-parameter settings for the models trained on the document level. We experimented with batch sizes of
{1,2,4,8} and different gradient accumulation values such that the effective batch size was at most 16 due to the hardware
limitations. The learning rates tested were {1e~%, 2¢7°, 5¢7¢, 17" }.

Tested on — Russian Chinese

Trained on — German (de) de + ru + zh German (de) de + ru + zh
DEB M-DEB DEB M-DEB DEB M-DEB DEB M-DEB

Majority vote ~ 67.2 +£9.1 68.8 £2.2 71.0455 69.5+4.7 62.5 £10.8 53.8+£52 92.6 £11.9 65.2 446
Doc-level 58.7 £3.8 733 +2.7 66.0 +64 71.7+24 53.6+£36 69.04+88 84.8+13.6 84.4+6.9
Doc-level (ft) 784 +1.8 72.8 +24 753 +23 80.6+1.5 765464 52.6+1.2 96.0+09 78.0+£138

Table 11: Document-level accuracies when evaluating on test sets where the source language is either Russian or Chinese (see
Table 7 for results on German). We train source-only DEBERTA-V3 (DEB) and source + target M-DEBERTA (M-DEB) models
on either German, or German, Russian and Chinese combined.

Google Deepl

Source language:
German-test
German-dev
Kazakh
Finnish
Russian
Gujarati
Chinese
Lithuanian
Translated by:
deepl

google

wmtl

wmt2

wmt3

wmt4

Accuracy %
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Figure 2: Accuracy versus COMET scores for each system in Table 2, using Google (left) or DeepL (right) translations during
training. Accuracy versus BLEU scores can be found in Figure 1.



