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Abstract

Representation of coreferential relations is a
challenging and actively studied topic for pro-
drop and morphologically rich languages (PD-
MRLs) due to dropped pronouns (e.g., null sub-
jects and omitted possessive pronouns). These
phenomena require a representation scheme at
the morphology level and enhanced evaluation
methods. In this paper, we propose a repre-
sentation & evaluation scheme to incorporate
dropped pronouns into coreference resolution
and validate it on the Turkish language. Us-
ing the scheme, we extend the annotations on
the only existing Turkish coreference dataset,
which originally did not contain annotations
for dropped pronouns. We provide publicly
available pre and post processors to enhance
the prominent CoNLL coreference scorer also
to cover coreferential relations arising from
dropped pronouns. As a final step, the paper re-
ports the first neural Turkish coreference resolu-
tion results in the literature. Although validated
on Turkish, the proposed scheme is language-
independent and may be used for other PD-
MRLs.

1 Introduction

Coreference resolution (CR) is a semantic-level
natural language processing (NLP) task and aims
to determine sets of mentions which describe the
same real-world entity (e.g., a person, a place, a
thing, an event). An end-to-end CR system has two
sequential steps: mention detection and mention
clustering. The mention detection stage focuses
on identifying all possible coreferential mentions
referring to a real-world entity within a text. In
the next step, the mention clustering stage collects
mentions referring to the same real-world entity
under the same cluster, resolving which extracted
mentions are coreferential.

Although CR is an NLP subject that has been
studied for quite a long time (Ng and Cardie, 2002;
Sukthanker et al., 2020), studies on PD-MRLs are
still in their infancy, and Turkish is one of them.
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In MRLs, words may appear under different sur-
face forms taking different types of affixes. In some
languages, the richness level may be very high so
that most syntactic information is carried at the
morphological level leading to the possibility of
dropping some functional words and pronouns. An
example from the Turkish language (a highly rich
MRL) is provided below!, where verbal agreement
and possessive suffixes” allow the drop of personal
and possessive pronouns. Morphemes emphasized
with bold font describe the dropped pronouns: ‘-im’
holds for the pronoun ‘benim’ (me) and ‘-n’ holds
for ‘sen’ (you). However, the sentence is naturally
made as exemplified below in the second line with-
out personal and possessive pronouns.

Sen benim geldigimi gordiin mii?

Sen benim geldigimi gordiin mii?

You I came see did

Did you see that I came?

The pro-drop nature of such languages reveals
the need for mention annotation on other tokens
(i.e., artificially inserted (Pradhan et al., 2012a;
Nedoluzhko et al., 2022) or existing tokens (Ro-
driguez et al., 2010; Klemen and Zitnik, 2021)
other than the dropped pronouns, such as verbs
carrying personal suffixes). The morphological
richness in these languages may reveal the appear-
ance of multiple coreference relations on a single
token which is illustrated below. The word ‘anne-
min’ (of my mother) in the below example carries
multiple coreferential relations to different people:
me and my mother.

!Color codes are used to indicate mentions referring to the
same entity.

2One should note that personal and possessive suffixes
differ from the phenomena called clitic pronouns in Romance
languages (e.g. French, Portuguese, Italian) in two ways: 1)
These suffixes always appear at the morphology level of a verb
or noun although an overt pronoun depicting the same entity
exist within the sentence. 2) They always appear as suffixes
whereas clitic pronouns in Romance languages are written
either as a separate word or as an attachment via a hyphen.

*.m’ holds for the pronoun ‘benim’ (my) and the word
‘annem’ (my mother) is a mention itself.
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Sen [benim] [anne[m]in] geldig[i]ni gordiin mii?
Sen benim annemin geldigini gordiin mii?
You my mother came see_did
Did you see the coming of my mother?
Unfortunately, existing coreference evaluators
(Pradhan et al., 2014), originally developed for non-
prodrop languages (e.g., English), do not support
multiple coreferential relations on a single token.
On the other hand, representations relying on arti-
ficially inserted tokens have their deficiencies, al-
though eliminating the multiple coreference issue:

1. difficulty in determining the most accurate
and natural position of the artificial token in
the sentence,

extra burden during manual annotations,

e

corruption of the original sentence flow,
extra coding of the already available informa-
tion easily deducible from morphology.

In this paper, we propose a representation & eval-
uation scheme using existing tokens to incorporate
dropped pronouns into coreference resolution and
validate it on Turkish. Using this scheme, we ex-
tend the annotations on the only existing Turkish
coreference dataset (Schiiller et al., 2017; Pamay
and Eryigit, 2018), which originally did not contain
annotations for dropped pronouns. We provide pub-
licly available pre and post processors* to enhance
the prominent CoNLL coreference scorer (Prad-
han et al., 2014) to also cover multiple coreferential
relations arising from dropped pronouns. As a final
step, the paper reports the first neural Turkish coref-
erence resolution results in the literature providing
a strong baseline for future studies in this field. The
preliminary results are reported on a neural coref-
erence resolution model with a mention-ranking
approach (Klemen and Zitnik, 2021), which was in-
troduced for Slovene, another PD-MRL. Since the
coreference information is coded at the morphology
level, we investigate the impact of different word
embeddings (Mikolov et al., 2013a,b; Grave et al.,
2018), neural language models (Peters et al., 2018;
Devlin et al., 2018; Schweter, 2020), and the inclu-
sion of hand-crafted features used in previous stud-
ies (Schiiller et al., 2017; Pamay and Eryigit, 2018)
to analyze their representation power for morpho-
logical richness. Although validated on Turkish,

“Available  from  https://github.com/TugbaP/
processors-for-conll-coreference-scorer

5http:/github.com/conll/
reference-coreference-scorers
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the proposed scheme is language-independent and
may be used for other PD-MRLs.

The paper is structured as follows: Section 2
gives the related work, Section 3 introduces the
representation of dropped pronouns on existing
data sets in the literature, Section 4 presents the
proposed representation & evaluation scheme for
dropped pronouns, Section 5 presents the experi-
mental setup and results, and Section 6 gives the
conclusion.

2 Related Work

Machine learning methods requiring hand-crafted
features have been used in the CR literature for a
long time. Generally, learning-based CR models
are collected under three main categories: mention-
pair (Ng, 2005; Ji et al., 2005; Nicolae and Nico-
lae, 2006; Yang et al., 2006; Denis and Baldridge,
2007a; Haponchyk and Moschitti, 2017), entity-
mention (McCallum and Wellner, 2005; Denis
and Baldridge, 2007a; Culotta et al., 2007), and
ranking mechanisms (Denis and Baldridge, 2007b;
Rahman and Ng, 2009, 2011). Deep neural net-
works have been frequently used in recent studies:
mention-pair (Martschat and Strube, 2015), entity-
mention (Clark and Manning, 2015), mention-
ranking (Fernandes et al., 2012; Durrett and Klein,
2013; Bjorkelund and Kuhn, 2014; Wiseman et al.,
2015, 2016). Recently, several neural end-to-end
systems which focus on determining the mentions
automatically before or in line with the coreference
resolution stage have been also introduced (Lee
et al., 2017; Joshi et al., 2020; Liu et al., 2020; Xu
and Choi, 2020).

Besides the above-mentioned studies on English,
the CR studies focusing on pro-drop languages
have been increasing. Kong and Ng (2013) im-
proved the CR performance reported in (Pradhan
et al., 2012a) by exploiting zero-pronouns (i.e.
elided pronouns) on Chinese with traditional ma-
chine learning methods. Chen and Ng (2013) en-
hanced the available approach (Zhao and Ng, 2007)
with a richer feature set and also incorporated the
dropped pronouns as a referential mention. Neural
CR architectures were also employed in the Chi-
nese CR studies (Chen and Ng, 2016; Yin et al.,
2016). For Korean, Park et al. (2020) proposed a
neural architecture using pointer networks to re-
duce the computational complexity of an available
end-to-end model (Joshi et al., 2019). Guarasci
et al. (2021) used ELECTRA (Clark et al., 2020)
on the neural structure (Lee et al., 2018) for Italian.


https://github.com/TugbaP/processors-for-conll-coreference-scorer
https://github.com/TugbaP/processors-for-conll-coreference-scorer
http:/github.com/conll/reference-coreference-scorers
http:/github.com/conll/reference-coreference-scorers

Klemen and Zitnik (2021) proposed a neural CR
model focusing on only mention clustering stage
for Slovene.

Evaluation of CR systems is a challenging topic
which resulted with several evaluation metrics
in the literature: MUC (Vilain et al., 1995), B-
Cubed (Bagga and Baldwin, 1998), mention-based
& entity-based CEAF (Luo, 2005), BLANC (Re-
casens and Hovy, 2011), the averaged CoNLL
score (Denis and Baldridge, 2009; Pradhan et al.,
2014). Each metric evaluates a CR system from
different perspectives and has pros and cons. A
widely used evaluator (from now on referred to as
the CoNLL scorer (Pradhan et al., 2014)) outputs
CR performances via all these metrics.

Previous works on Turkish CR are based on tra-
ditional machine learning algorithms (Y1ldirim and
Kiligaslan, 2007; Yildirim et al., 2007; Kilicaslan
et al., 2009; Kiiciik and Yondem, 2015; Schiiller
et al., 2017; Pamay and Eryigit, 2018). The most
recent Turkish coreference dataset (MTCC - Mar-
mara Turkish Coreference Corpus) is from Schiiller
et al. (2017), and consists of a document subset ex-
tracted from METU Turkish Corpus (MTC) (Say
et al., 2002). The dataset had been later extended
by morpho-syntactic features by Pamay and Eryigit
(2018) using an automated Turkish NLP pipeline
(Eryigit, 2014). This dataset does not contain anno-
tations for dropped pronouns.

3 Representation of Dropped Pronouns
on Existing Data Sets

The CR literature has annotated datasets supporting
various languages: MUC (Hirschman and Chin-
chor, 1998; Chinchor, 2001; Chinchor and Sund-
heim, 2003), ACE (Doddington et al., 2004), Se-
mEval2010 (Recasens et al., 2010), OntoNotes
(Pradhan et al., 2007, 2012b). The MUC covers
coreference relation only for English which is not
a pro-drop language. The ACE focuses on only
seven pre-defined type entities, therefore, dropped
pronouns were excluded in the annotation process
for Arabic (a pro-drop language). Although the Se-
mEval2010 includes pro-drop languages (e.g. Cata-
lan, Spanish (Recasens and Marti, 2010)), dropped
pronouns were not covered during the annotation.
Compared with these datasets, the OntoNotes is
more comprehensive and contains gold-standard
coreferential relations of dropped pronouns for Chi-
nese and Arabic.

In the OntoNotes, dropped pronouns are repre-
sented by a unique artificial token: (“xpro*” for
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Chinese and “*” for Arabic), which is inserted into

the correct position where the subject or object is

omitted in a sentence during the annotation. This to-

ken indicates that a pronoun has been dropped from

this location in the sentence. Example 1 shows how

a dropped pronoun is represented for Chinese.
173

(Zh) EWEEEZT TIEMEE K2
TRt “Cepro*) YOH E PRt =R (Fedl)
—iE, HFEEHEHEINITF LS, Rt
a2t A R, SRR ILIE AR »

(En.) Quan Zhezhu, Vice Governor of Jin-
lin Province who is in charge of economics
and trade, said: “(*pro*) Welcome interna-
tional societies to join (us) in the development
of Tumen Jiang, so as to promote regional
economic development and benefit people in
Northeast Asia”.

Example 1: Annotation of dropped pronouns with artifi-
cial (*pro*) token in Chinese (Pradhan et al., 2012b)

Chinese and English translations of the same
sentence are shown in the Example 1. In Chinese,
*pro* is inserted for an omitted subject pronoun,
which is referential with another pronoun: FEAh
(‘us’ in English).

A recent study (Nedoluzhko et al., 2022) pro-
posed a similar representation scheme as in the
OntoNotes, built on top of the CoNLL-UD frame-
work (Nivre et al., 2016, 2017), called the CorefUD.
Dropped pronouns are represented by inserted to-
kens, called empty nodes (i.e. zeros), and they
are related to their syntactic heads (hereinafter re-
ferred to as ‘owner’) by dependency relations. The
CorefUD introduces how the inserted tokens should
be represented (with a sub-indexed token number
i.e. <tokenID>.<subIndex>); however, there is no
standard on where to add them across different lan-
guages. In Hungarian, they are added immediately
after their owners in the sentence (with some minor
exceptions due to punctuations). In Czech, Spanish
and Catalan, there is no strict rule about their po-
sitions except that empty nodes are almost always
placed before their owners. The decisions about
their positions seem to be affected by the fact that
they will have an influence on the dependency trees
of the related language.

Besides the explained representation above, lida
and Poesio (2011) introduced another approach
and applied it on the Italian CR dataset. Italian
is a partial PD-MRL, allowing only omitted sub-
jects, called null-subjects. In this approach, instead
of an artificially inserting token, dropped subject



pronouns are directly annotated on the verbs. Ex-
ample 2 shows how a dropped subject pronoun is
represented for Italian.

(It.) (Pahor) ¢ nato a Trieste, allora porto
principale dell’Impero Austro-Ungarico. A
sette anni (vide) 1I’incendio del Narodni dom.
(En.) (Pahor) was born in Trieste, then the
main port of the Austro-Hungarian Empire.
At the age of seven (he) saw the fire of the
Narodni dom.

Example 2: Annotation of dropped subject pronoun in
Italian (Iida and Poesio, 2011)

Italian and English translations of the same sen-
tence are shown in Example 2. In this approach,
each verb is considered as a potential coreferential
mention. Mentions existing before this verbal men-
tion in a text are considered antecedents of the verb.
In the example, the predicate of the second Ital-
ian sentence, vide, has a coreference relation with
Pahor in the first sentence. Since English is not a
pro-drop language, the subject of the second sen-
tence, he, is explicitly defined, and the coreference
relation are made between he and Pahor. Slove-
nian CR dataset (Klemen and Zitnik, 2021) used
the same representation approach for null-subjects
as in Italian.

Both the OntoNotes and CorefUD approaches
propose inserting new tokens to represent dropped
pronouns, but from different perspectives. In the
OntoNotes, all type of dropped pronouns are repre-
sented with the same artificial token which could
be easily adapted to various languages. However,
each dropped pronoun is represented with the same
surface form creating ambiguity for automated CR
systems. On the other hand, the CorefUD proposes
inserting an empty token according to pronominal
information at the morphology level, not a unique
token for all dropped pronouns; however, it requires
extra coding of the already available information
easily deducible from the owner’s morphology in-
formation. These approaches harm the original
sentence flow, reduce human readability and also
cause an extra burden to the annotation process
from the perspective of determining the most accu-
rate and natural position of the these newly inserted
tokens in the sentence. However, they both allow
direct use of existing evaluation tools, which may
be considered as an advantage of these approaches.

Moreover, the Universal Dependencies (UD)°
(Nivre et al., 2016, 2017) initiative suggests to re-

®UD aims to create a common framework for annotation
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duce the use of additional artificial tokens (i.e.,
inflectional groups) even in case of derivational
suffixes/cases requiring a new sub-token group.
However, the above-mentioned approaches propose
inserting extra nodes based on morphological suf-
fixes, which may be treated as contradictory.

Using existing tokens to represent coreferential
relations of dropped pronouns overcomes these
drawbacks. However, in extreme PD-MRLs, drop-
ping may occur in cases other than null-subjects;
e.g., dropped possessive pronouns. The morpho-
logical richness in these languages may reveal the
appearance of multiple coreference relations on
a single token; e.g., a nominal as exemplified in
the introduction section. This is a barrier in front
of using existing evaluation tools for such kind of
representations.

4 The Proposed Scheme

This section introduces our representation and eval-
uation scheme and its validation.

4.1 Dataset Representation

Morphologically rich languages allow nouns and
verbs to contain pronominal markers in their mor-
phological analyses. A pronominal marker may be
a possessive marker for nouns or a personal marker
for verbs. These markers carry information about
the related person who did the action (or was af-
fected by the action passively) or specify the prop-
erties of a pronominal possessor of a noun/noun
phrase. In PD-MRLs, information about the omit-
ted pronouns can be reached by these markers. The
proposed scheme considers the pronominal mark-
ers in existing nouns/verbs as a coreferential men-
tion and allows a coreferential relation between
these markers and other mentions of the same en-
tity. Example 3 shows coreferential relations be-
tween pronominal markers and mentions for a sam-
ple Turkish sentence with its English translation.
Please refer to Figure 1 for the literal translation.

(Tr.) Ahmet bugiin yeni okulunda 6gretmen-
lige basladi. Okulunu ¢ok sevmis.

(En.) Ahmet started teaching at his new school
today. He liked his school very much.

Example 3: Representation of dropped pronouns in
Turkish.

The nominal word, okulunda, has a morpholog-
ical analysis as okul+Noun+A3sg+P3sg+Loc with

of grammar (parts of speech, morphological features, and
syntactic dependencies) across different human languages.



#sntNo: 00002213_102

1 | Ahmet Ahmet | Ahmet  Noun | Prop
2 | bugiin today | bugiin | Noun | Noun
3 1 yeni new I yeni 1 Adj 1 Adj
4 : okulunda at his school : okul : Noun : Noun
5 : ogretmenlige teaching : ogretmenlik : Noun : Noun
6 1 bagladi started | basla 1 Verb 1 Verb
7. | | Punc | Punc
| | | |
#sntNo: 00002213_103 ‘ ‘
1 ; Okulunu his school | okul i Noun | Noun
2 : ¢ok very much : cok : Adverb : Adverb
3 | sevmis liked | sev , Verb , Verb
4! ! ' Punc ' Punc

i A3sglPnonlNom | 6 | SUBJECT 1 (50)

| A3sglPnonlNom | 6 | MODIFIER |

w B ' 4 1 MODIFIER V(17

| A3sglP3sglLoc | 6 | MODIFIER | (50{P3sg}) 1 17)
: A3sg|PnonlDat : 6 : MODIFIER :

| PoslPastlA3sg 1 0 | PREDICATE 1 (50{A3sg})

| _ | 6 | PUNCTUATION ,

| | | |

. A3sglP3sglAcc | 3 , OBJECT | (50{P3sg)) 1 (17)
| _ ' 3! DETERMINER

, PosINarrlA3sg |, 0 , PREDICATE | (50{A3sg})

! ' 31 PUNCTUATION '

Figure 1: Annotated CoNLL dataset sample

a possessive marker, P3sg. This suffix shows that a
third singular person possessor, ‘onun’ (his), mod-
ifies the word. The pronoun is not explicitly de-
fined in the context; that is a dropped pronoun.
Therefore, the coreferential relation of the dropped
possessive pronoun is annotated on an existing to-
ken, okulunda. The predicates of both sentences,
‘bagladr’ (start) and ‘sevmis’ (like) are coreferen-
tial mentions due to the personal markers deducible
from their morphological analyses. These personal
markers refer to the same person, ‘Ahmet’. In the
first sentence, the person who started teaching can
be directly obtained from the syntactic analysis
of the sentence. However, the second sentence
does not contain an overt-subject. The predicate,
‘sevmis’ (like’), carries a personal marker in its
morphological analysis, A3sg. This suffix shows
that a third singular person, ‘0’ (he), is the sub-
ject of this verb. The coreferential relations be-
tween the person and his personal markers are an-
notated on existing verbal tokens. Additionally, the
word ‘okulunda’ (at his school) has two corefer-
ential mentions: the possessive marker (‘-u’ holds
for the pronoun ‘onun’ (fis)) and the word ‘oku-
lunda’, which is a mention itself. According to the
proposed scheme, verbs are considered potential
coreferential mentions due to the pronoun markers
in their morphological analyses’; and possessive
markers in nouns are also regarded as coreferential
mentions besides the noun itself.

Figure 1 shows how coreferential relations are
represented on top of the base CoNLL format for
a Turkish sample. In the base CoNLL format,
coreference annotations are given in the last col-
umn. Each sentence is labeled by a unique identi-
fier containing the document and sentence number

"On the contrary for null-subjects, it is not a tradition
to produce morphological markers for the null-object cases
(Nivre et al., 2016, 2017). However, the proposed scheme is
also applicable to null-objects when needed.
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(#sntNo). Coreferential mentions are annotated by
their numerical cluster identifiers, and this number
is encapsulated by an opened and a closed paren-
thesis symbol to specify the initial and final words
of a mention span. Mentions referring to the same
real-world entity are labeled with the same clus-
ter number. In Figure 1, ‘Ahmet’ is a coreferen-
tial mention parenthesized by the cluster number
50. Another mention ‘yeni okulunda’ is a bi-token
mention with a cluster id 17. While the parenthe-
sis is opened with cluster 17 for the first token, it
is closed with the same number for the last token
to mark the mention’s border. As may be seen
from the figure, relations are inter-sentential. For
example, the mention ‘yeni okulunda’ in the first
sentence has a coreference annotation with the clus-
ter 17, and its referent, ‘Okulunu’, which is in the
second sentence, is also annotated with the same
cluster number.

The base CoNLL format assumes and describes
one coreference annotation per token; however, as
described in previous sections, a nominal token
may contain multiple coreference relations. There-
fore, in the proposed scheme, additional coreferen-
tial relations coming from dropped pronouns are
annotated with the help of curly brackets includ-
ing pronominal markers’ information. In this way,
pronominal markers existing in nominal and ver-
bal tokens are annotated as a coreferential mention
rather than adding a new token for each dropped
pronoun. With this representation, the dependency
tree of the actual sentence is not affected as in the
newly inserted token approach.

In Figure 1, the predicate ‘baslad1’ in the first sen-
tence contains the third singular personal marker,
A3sg, in its morphological analysis. This marker
is annotated as a mention with cluster number 50.
The marker and the person ‘Ahmet’ are corefer-
ential within the same cluster. Similarly, in the
second sentence, the possessive marker of the first



token, ‘Okulunu’, {P3sg}, also exists in the same
cluster, 50. Moreover, the first token of the second
sentence contains multiple annotations separated
by the pipe symbol. The first annotation stands for
the coreferential relation of its possessive marker,
whereas the second annotation with cluster number
17 shows the relation of the word itself.

4.2 Adaptation of Evaluators

Although in practice, the widely-used CoNLL
coreference scorer accepts multiple coreference an-
notations per token in its input, it is reported® that
this situation is only limitedly supported. Table 1
exemplifies this situation on some randomly se-
lected documents having a diverse number of mul-
tiple annotations; the number of tokens having mul-
tiple coreference annotations is reported in the last
column of the table. The table provides the drop in
evaluation scores on gold-standard data where the
key and the predicted inputs are exactly the same;
in other words, we expect 100% F-Scores on all
metrics. However, as it can be seen from the table,
the performances are dropped as far as the num-
ber of tokens with multiple annotations increases;
e.g. 9.20 percentage point drop in MUC score for
the last document having 98 tokens with multiple
annotations.

#Tokens w

MUC | B-Cubed | CEAF, MultAnn.
D#1 | 10.82 10.79 10.47 4
D#2 | |1.25 $1.34 40.79 8
D#3 | |3.09 13.31 $1.07 16
D#4 | |3.56 13.20 $1.83 20
D#5 | 16.62 17.99 43.03 42
D#6 | 19.20 | [14.51 16.08 98

Table 1: Performance drops reported by the CoNLL

scorer on documents having multiple mentions per to-
ken.

A solution to the above-described problem is to
automatically create temporary tokens for dropped
pronouns on the backstage, to use the scorer, and
finally to remove these temporary tokens. In this
manner, the scorer will not encounter problems
evaluating the relations of dropped pronouns. That
is, the need of artificial tokens introduced in Sec-
tion 3 for dropped pronouns are handled at the
software level rather than the human-annotation
level, which eliminates the deficiencies listed in the
same section. The proposed pre-processor* copies
a token having multiple annotations, as many as
the number of its annotations caused by pronom-
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inal markers. Then, these duplicated tokens are
concatenated to the end of the sentence. After pre-
processing, each copy token carries only one an-
notation related to a pronominal marker, whereas
these relations are removed from the original to-
ken. We use the syntactic head identifier field (the
seventh column in the CoNLL format in Figure 1)
to keep the links between the original and tempo-
rary tokens, and use this information to aggregate
everything during the post-processor stage.

4.3 Validation

We validated our proposed scheme on the Turk-
ish language which is a strong representative of
PD-MRLs. As the first step, using the proposed
dataset representation, we reannotated a Turkish
CR dataset (MTCC?) to include the dropped pro-
nouns which were not available in the original an-
notations.

MTCC ITCC
# Documents 24 24
# Paragraphs 1564 1562
# Sentences 4744 4732
# Tokens 60788 60772
# Overt Mentions 3696 10031
# Dropped Pronouns n/a 11584
# Total Mentions 3696 21615
# Mention Clusters 691 4065
# Multiple Annotations/doc n/a | 21.3+25

Table 2: Dataset statistics.

Table 2 provides statistics about the original
MTCC and its extended version (referred as ITCC*
from now on). Sentences containing only punctu-
ations are removed from ITCC. As seen from the
table, the number of dropped pronouns annotated
in ITCC is 11584, which resulted in the need for
the annotation of 6335 additional overt mentions
and the creation of 3374 new mention clusters. An
example to this may be as the following: when we
annotate the dropped pronoun ‘onun’ (its) on the
word ‘rengi’ (its color), we also need to annotate
its referent overt mention (e.g., the cat) within the
text although it had not been annotated initially
due to some decisions about neglecting singletons®.
ITCC includes 21615 mentions in total collected

SMTCC from Pamay and Eryigit (2018) comes with auto-
matically produced morphological and syntactic analyses in
the CoNLL format.

°Singleton in CR is the situation where there appears only
a single mention within a mention cluster; i.e., a mention with
no coreferential antecedent.



under 4065 clusters and contains 21.3+235 multi-
ple coreference annotations on average with a high
standard deviation. While 11 documents have less
than 10 multiple annotations, this number goes up
to 98 among the remaining 13 documents. Table 3
shows the distribution of referential pronominal
markers in ITCC. The personal marker ‘A3sg’ (the
third singular person, ‘0’ (s/he/it)) is the most fre-
quent one. Similarly, possessive marker ‘P3sg’ (the
third singular possessor, ‘onun’ (his/her/its)) has
the highest distribution percentage among all types
of possessive markers. One should note that there
is no gender in Turkish morphology; thus, s/he/it
pronouns all appear under the same surface form,
which yields higher complexity in their coreference
resolution.

Personal Marker

Alsg | A2sg | A3sg | Alpl | A2pl | A3pl
815 | 262 | 3846 | 313 | 207 | 303
Possessive Marker
Plsg | P2sg | P3sg | Plpl | P2pl | P3pl
499 | 124 | 4595 | 214 80 | 326

Table 3: Distribution of referential pronominal markers.

As the second step, we validate that the intro-
duced evaluation components eliminate the errors
coming from multiple annotations. The stand-alone
CoNLL scorer reports the following performances
on the gold-standard ITCC (as introduced in Sec-
tion 4.2): MUC=96.99%, B-Cubed=96.85%, and
CEAF.=97.84% F-scores on average. After the
introduced pre and post-processors are used to-
gether with the CoNLL scorer, the expected 100%
F-Scores on all metrics are successfully obtained
on the gold-standard key and predicted inputs.

5 Experiments & Results

This section introduces the first neural Turkish
coreference resolution results which provides a
strong baseline for future studies in the field.

5.1 Experimental setup

The neural Turkish CR performances are reported
using a neural coreference resolution architecture
(Klemen and Zitnik, 2021) which was introduced
for Slovene, another PD-MRL. The model
uses a mention-ranking approach and resolves
coreferential relations on gold-standard mentions.
The replicated model consists of three sequential,
fully connected layers with ReLU as an activation
function.  The model takes a mention-pair
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(mention; (i.e., a head mention) and mentions (i.e.,
an antecedent of the head mention) as input and
produces a score about how well these mentions
are coreferential. Mentions and their antecedents
are paired to create positive (coreferential) or
negative (non-coreferential) samples. The order
of mentions’ occurrence in a document is also
considered during pairing. A mention is paired
with its antecedents that are at most 50 mention-
away'?. During inference, the model generates a
score for each antecedent and the most probable
one is selected as the model’s prediction.

The model may utilize either word embeddings
(word2vec!! and fastText'?) or contextual neural
language models (ELMo'' and BERT!?). In
addition to dense representations, we also extended
the replicated model by including hand-crafted
features used in previous Turkish studies (Schiiller
et al., 2017; Pamay and Eryigit, 2018) to analyze
their representation power for morphological
richness. A mention is considered as a sequence
of tokens so that its embedding is created from
its words’ embeddings. A mention embedding
contains three parts: the initial token’s embedding,
the final token’s embedding, and the weighted
average of all its tokens’ embeddings. The
averaging step allows the model to learn the most
essential token in the mention (i.e., the head
token in the mention) with an intermediate fully
connected layer, which may be assumed as an
attention mechanism. As a result, the produced
mention embedding comprises information about
the head token in the mention and its right and
left contexts. This paper replicates the neural
CR model with the default hyper-parameters from
Klemen and Zitnik (2021). Documents are split
into train/validation/test parts by considering their
genres. Documents having common genres are
used in validation and test datasets separately.
While the development set has 2 documents from
news and novel, the test set contains 3 documents
from news, novel, and story genres. The rest 19
documents are selected as the training dataset. The
model is evaluated on four coreference metrics:
MUC (Vilain et al., 1995), B-Cubed (Bagga and
Baldwin, 1998), entity-based CEAF (Luo, 2005)
and average CoNLL. The enhanced coreference

The average mention-distance between referential
mentions in a chain is 50,3 in ITCC

Thttp:/vectors.nlpl.eu/repository/

12http:/‘r’asttext.c:c/docs/en/crawl—vec:tors.html

13http:/huggingf'ace.co/dbmdz/
bert-base-turkish-cased
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http:/huggingface.co/dbmdz/bert-base-turkish-cased

MUC B-Cubed CFEAF, CoNLL
P R F P R F P R F P R F
word2vec | 45.26 | 16.34 | 2391 | 80.03 | 18.76 | 30.17 | 11.22 | 51.62 | 18.29 | 45.50 | 28.91 | 24.12
fastText 52.66 | 37.62 | 43.86 | 56.75 | 26.17 | 35.70 | 18.60 | 48.73 | 26.77 | 42.67 | 37.51 | 35.44
ELMo 54.19 | 30.76 | 39.02 | 70.29 | 22.50 | 33.84 | 16.31 | 56.06 | 25.08 | 46.93 | 36.44 | 32.71
BERT 64.77 | 53.10 | 58.34 | 56.88 | 31.00 | 39.89 | 28.26 | 56.70 | 37.62 | 49.97 | 46.93 | 45.28
Table 4: The neural CR results on ITCC with different neural language models.
MUC | B-Cubed | CEAF, | CoNLL powerful word embeddings. Using the external
None 23,91 30,17 18,29 24,12 . C e . .
worddvec | +feats | 57.14 | 4118 | 3633 | 4488 linguistic information increases the CoNLL F-
Diff | 13323 | 111,01 | 118,04 | 120,76 score by 20.76, 14.58, 4.2, and 0.33 percentage
None | 4386 | 35,70 26,77 | 3544 points for word2vec, fastText, ELMo, and BERT,
fastText +feats | 63,80 45,12 41,15 50,02 tivel
Diff | 119,94 | 1942 | 11438 | 114,58 respectively. o
None | 39,20 33.84 25,08 | 32,71 The Turkish CR model performance is increased
ELMo Hfeats | 46,80 | 34,56 | 2937 | 3691 to 50.2% average CoNLL F-score with fastText
ﬁzﬁ:le TS; ’362 gg ,;92 gj ’62;) Z:’ZZS by incorporating hand-crafted linguistic features.
BERT +eats 58:22 40:06 38:56 45:61 This model performs the best over all others and
Dif | 1012 | 1017 | 1094 | 1033 provides a 5 percentage points improvement over

Table 5: The impact of the hand-crafted features on the
CR models with various word embeddings.

scorer (The CoNLL-2012 Scorer> + our pre-post
processors?) is used to evaluate the model.

5.2 Experimental results

The preliminary results with different word
embeddings and language models are given in
Table 4. We observed that the gap between
precision and recall values decrease with the use of
contextual models (i.e. ELMo and BERT). fastText
performs better than word2vec which is expected
for an MRL. The highest F-scores on all metrics
are obtained with the pre-trained BERT language
model. The base Turkish CR model provides a
45.28% average CoNLL F-score with BERT.

The Turkish CR model is also enhanced with
hand-crafted morpho-syntactic and lexical features,
and the results are presented in Table 5 in
terms of F-scores for all metrics. External
linguistic features predicted by Turkish NLP
Pipeline!* are integrated as a one-hot vector to
mentions’ representations. The table’s ‘Diff’ raw
indicates whether the external features positively
or negatively impact each model. ‘None’ indicates
that no external features are utilized, whereas the
‘+feats’ setting benefits from features as in Pamay
and Eryigit (2018). The results show that although
incorporating hand-crafted linguistic features into
the CR neural model improves performances
on all scenarios; its impact is higher with less-

14http: /tools.nlp.itu.edu.tr/
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BERT. Adding external linguistic features does
not improve the performance considerably for
BERT. A similar conclusion was also obtained
by adding morphological information into BERT-
and LSTM-based downstream tasks on several
languages: Named Entity Recognition (NER)
and Dependency Parsing (DP). As introduced in
Klemen et al. (2022), the features help the LSTM-
based models perform better on the NER and
DP tasks. However, for BERT-based models, the
additional morphological features only positively
impact DP performance when they are gold-
standard but not when they are predicted.

6 Conclusion

The paper proposed a language-independent
representation and evaluation scheme to
incorporate dropped pronouns into coreference
resolution for pro-drop and morphologically rich
languages. Pre and post-processors to enhance
available CR evaluators to cover dropped pronouns
(i.e., multiple annotations over a single word)
are developed. The scheme was validated on the
Turkish language. The study revealed the first
Turkish CR dataset including the annotations
for dropped pronouns and the first neural CR
results for this language as a strong baseline
for future studies. The impact of interaction
between different text encodings and linguistic
features were investigated on this task. The best
performance was achieved by using fastText
embeddings together with hand-crafted linguistic
features with 50.2% CoNLL F-Score, which
provides a 5 percentage points improvement over a
BERT baseline.


http:/tools.nlp.itu.edu.tr/

Limitations

The main limitation of the study is that the
proposed representation scheme was validated on
Turkish for now. This limitation may affect the
reliability of the proposed scheme. However,
it is foreseen that theoretically, the proposed
representation scheme can be applied to other PD-
MRLs. The proposed dataset is built on top of the
widely used CoNLL format to which most datasets
can be converted smoothly, and all necessary
morpho-syntactic information for the conversion is
already available in the CoNLL format.

A neural CR model (originally developed for
Slovene) was chosen to validate the proposed
scheme in Turkish due to the similar pro-dropping
structure of these PD-MRLs. However, the Turkish
dataset contains more complex mention spans: 1)
wider types of dropped pronouns (null-subjects and
also elided possessive pronouns), and 2) longer
coreferential spans due to the chain of noun phrases
and adjectival clauses. Even if our study introduced
a strong baseline, we did not examine whether
another neural, more powerful CR architecture
would provide higher performance on Turkish.

Beyond the listed limitations, this paper
analyzed and compared available representation
schemes of dropped pronouns in the literature and
introduced an easily applicable one by solving their
deficiencies. The Turkish, a highly complex PD-
MRL, was chosen for the validation to emphasize
the importance of incorporating dropped pronouns
into CR systems. Despite the increasing popularity
and power of neural networks for NLP from scratch,
this paper showed that employing hand-crafted
linguistic features in a neural model still provides
improvement for morphologically rich languages.
As future work, we plan to expand the neural
CR architecture with a mention prediction stage
to resolve coreferential relations of automatically
predicted mentions and explore the ways of
improving the success on the resolution of dropped
pronouns. The other future directions would be
applying the proposed scheme to other pro-drop
and morphologically rich languages and examining
how the representation scheme affects the neural
CR performance.
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