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Abstract

We report on an experiment in case outcome
classification on European Court of Human
Rights cases where our model first learns to
identify the convention articles allegedly vio-
lated by the state from case facts descriptions,
and subsequently uses that information to clas-
sify whether the court finds a violation of those
articles. We assess the dependency between
these two tasks at the feature and outcome level.
Furthermore, we leverage a hierarchical con-
trastive loss to pull together article-specific rep-
resentations of cases at the higher level, leading
to distinctive article clusters. The cases in each
article cluster are further pulled closer based on
their outcome, leading to sub-clusters of cases
with similar outcomes. Our experiment results
demonstrate that, given a static pre-trained en-
coder, our models produce a small but consis-
tent improvement in classification performance
over single-task and joint models without con-
trastive loss.

1 Introduction

The NLP task of classifying case outcome infor-
mation from a textual statement of case facts is
generally referred to as Legal Judgement Predic-
tion (LJP)(e.g., Aletras et al. 2016; Chalkidis et al.
2019). It has been studied using corpora from dif-
ferent jurisdictions, such as the European Court
of Human Rights (ECtHR) (Chalkidis et al., 2019,
2021, 2022b; Aletras et al., 2016; Medvedeva et al.,
2020; Santosh et al., 2022, 2023), Chinese Criminal
Courts (Luo et al., 2017; Zhong et al., 2018; Yue
et al., 2021; Zhong et al., 2020; Yang et al., 2019),
US Supreme Court (Katz et al., 2017; Kaufman
et al., 2019), Indian Supreme Court (Malik et al.,
2021; Shaikh et al., 2020), the French court of Cas-
sation (Şulea et al., 2017), Brazilian courts (Berta-
lan and Ruiz, 2020), the Federal Supreme Court
of Switzerland (Niklaus et al., 2021), the Turkish
Constitutional court (Sert et al., 2021; Mumcuoğlu

et al., 2021), UK courts (Strickson and De La Igle-
sia, 2020), German courts (Waltl et al., 2017), the
Philippine Supreme court (Virtucio et al., 2018),
and the Thailand Supreme Court (Kowsrihawat
et al., 2018).

In this work, we experiment with classifying
case outcomes in the ECtHR A and B benchmark
tasks introduced by LexGLUE (Chalkidis et al.,
2022b). Task B is to identify the set of articles
of the European Convention of Human Rights
(ECHR) that the claimant alleges to have been vi-
olated, while Task A’s goal is to classify which of
the convention’s articles has been deemed violated
by the court. The input for both tasks is the case’s
fact description that has been extracted from the
published judgement document. It should be noted
that, despite these tasks being typically referred to
as instances of ‘legal judgement prediction’, the
fact statements are typically not finalized until the
decision outcome is known, making the task effec-
tively one of retrospective classification rather than
prediction (Medvedeva et al., 2021). While this
does lead to distracting and confounding phenom-
ena (see our prior work in Santosh et al. 2022), the
dataset remains a useful resource for the develop-
ment of NLP models that analyze these fact state-
ments for text patterns that correspond to specific
convention articles as drafted by the court. Conse-
quently, we speak of case outcome classification
(COC).

Positive instances for Task A are cases in which
an article was deemed violated by the court. Neg-
ative instances, however, usually encompass not
only cases in which that particular article was al-
leged and considered not violated, but also the
cases in which the particular article was not al-
leged in the first place. Given that the conditional
probability of a positive task A label (violation)
given its task B label (allegation) can be very high
in the LexGLUE dataset, we posit that models can
fall into this pitfall of identifying dominant articles
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with high conditional violation probability, miss-
ing information specific to violation classification.
Thus, we experiment with multi-task architectures
to decouple these reasoning steps involved in Task
A . This is similar to work in Chinese criminal
cases judgement prediction carried out in Zhong
et al. 2018; Yang et al. 2019; Xu et al. 2020; Yue
et al. 2021 that coordinated multiple outcome vari-
ables (law articles, criminal charges, and penalty
terms).

In the ECtHR context, most of the previous
works (Chalkidis et al., 2019, 2021, 2022b; Clavié
and Alphonsus, 2021; Santosh et al., 2022, 2023)
employed independent models for allegation iden-
tification and violation classification. Concurrent
work by Valvoda et al. 2023 has recently explored
multi-task joint models that learn Task A and Task
B simultaneously. Their Claim-Outcome model
decomposes them into two independent classifiers
with separate encoders for each allegation and vi-
olation classification given allegation information.
Our work differs in three ways: (i) We learn the
joint representation for both tasks through a shared
encoder following our intuition that the shared rep-
resentation is beneficial as both tasks require sim-
ilar features at the lower level; (ii) We model de-
pendency from allegation to violation classification
at both the allegation outcome and feature levels.
Conditioning violation classification on the alle-
gation outcome leads to higher performance, but
we find that passing along feature level informa-
tion yields additional improvement. This way, the
violation branch will focus on identifying specific
information required for determining violation than
falling prey to only allegation level features. (iii)
We also model correlations among different articles
that tend to be concurrently alleged.

Inspired by recent advances in contrastive learn-
ing to learn effective representations (Khosla et al.,
2020), we further devise a two-level hierarchical
contrastive loss for COC. First, we strive to max-
imize the latent space distance between different
article representations, which assists the model in
learning distinct article-specific views of case facts.
Second, we apply contrastive learning within each
article latent space to form distinct sub-clusters of
similar outcome cases. Unlike our two-level hierar-
chical contrastive learning, a single-level one has
been explored for LJP in the concurrent work by
Zhang et al. 2023.

Our experiments demonstrate that, given a static

Figure 1: Our architecture capturing task dependency
from allegation to violation classification branch.

pre-trained encoder, our models outperform single-
task and joint models without contrastive loss by a
small but consistent margin, with larger improve-
ments for sparse classes in classification perfor-
mance.

2 Method

Our model takes as input the case fact description
as token encodings x = {x1, x2, . . . , xm} where
xi = {xi1, xi2, . . . , xin} and outputs the set of ar-
ticles claimed to be alleged by the applicant (Task
B) and set of articles deemed to be violated by the
court (Task A) as multi-hot vectors. xi and xip
denote ith sentence and pth token of ith sentence
of the case facts respectively. m and n denote the
number of sentences and tokens in the ith fact sen-
tence, respectively. Our model is built on top of a
hierarchical attention network (Yang et al., 2016),
which we chose to be able to process the very long
fact description inputs. Our model contains three
main components: (1) encoding layer, (2) Article-
Specific Case representation and (3) Task Depen-
dency learning. See Fig. 1 for an overview of our
model.
Encoding layer: We encode each sentence in the
case facts description with LegalBERT (Chalkidis
et al., 2020) to obtain the token level representa-
tions {zi1, zi2, . . . , zin}. Sentence level representa-
tions are then computed using a token-level atten-
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tion mechanism as follows:

uit = tanh(Wwzit + bw) & αit =
exp(uituw)∑
t exp(uituw)

& fi =

n∑

t=1

αitzit

(1)
where Ww, bw and uw are trainable parameters.
The sentence level representations {f1, . . . , fm}
are passed through a GRU encoder to obtain
context-aware representations of the case facts
h = {h1, h2, . . . , hm}.
Article-Specific Case Representation: We dis-
entangle the input case facts into multiple article-
view-representations c = {c1, c2, . . . , ck} where
k is the total number of modeled convention arti-
cles, through aggregating context-aware sentence-
level representations h using k sentence-level atten-
tion mechanisms similar to eq. 1 for every article
individually. Through this article-specific atten-
tion mechanism, sentences relevant to a specific
article are emphasized and intended to aid in fine-
grained reasoning of outcome prediction for every
article. This is helpful especially for sparser classes
and mitigates the tendency of models to focus on
skewed dominant articles. This is distinct from pre-
vious works (Chalkidis et al., 2019, 2021, 2022b;
Santosh et al., 2022) which use a single vector rep-
resentation for case facts.
Task Dependency Learning: To capture both the
inter-article correlations for allegation, violation
classification, and the inter-task dependency, we
again use a two-step architecture. First, we apply
a multi-head self-attention layer (Vaswani et al.,
2017) to the obtained article-specific representa-
tions of case c to allow interactions among articles
(e.g., some articles are typically alleged together
while others usually occur in isolation) and obtain
article-interaction-aware allegation feature repre-
sentations c′b = {c′b1, c′b2, . . . , c′bk}. These c′b are
passed through k article-specific Task B classifica-
tion layers to obtain the binary outcome ob corre-
sponding to each article for allegation classification,
which are then concatenated into a multi-hot vector.

Then we utilize the task B allegation informa-
tion to enhance task A violation classification to
capture the task dependency. We concatenate the
obtained article-interaction-aware allegation repre-
sentations c′b and allegation label probability logits
o′b

1 with article-specific case representations c to
obtain the enhanced article-specific representation
for Task A as cai = [ci, c

′
bi, o

′
bi]. We again em-

1We use non-binarized response (i.e. probability logits) as
it avoids the information loss that can occur in the probability
space due to binarization.

ploy multi-head self-attention mechanism on these
enhanced article-aware representations ca for vi-
olation prediction to capture the correlations that
exist between violation of different articles. Finally,
the obtained representations are passed through k
article-specific Task A classification layers to ob-
tain the binary outcome oa corresponding to each
article’s violation output. To be able to evaluate
the effectiveness of our interaction architecture in
a clean way, we freeze the LegalBERT encoder
weights in all our experiments.

2.1 Hierarchical Contrastive Loss
Contrastive learning has recently gained attention
as a technique to obtain effective representations.
In essence, it involves pulling together an ‘anchor
point’ and its related samples while pushing it away
from unrelated samples in the embedding space.
Originally developed in self-supervised learning
(Chen et al., 2020; Henaff, 2020), it has since been
adopted in supervised settings (Khosla et al., 2020)
where samples with the same/different labels are
deemed related/unrelated with respect to an anchor.

In this work, we use a hierarchical contrastive
loss (Liang et al., 2022) alongside the standard
binary cross entropy loss on the task outcome prob-
ability. On the higher level, this is intended to form
distinctive clusters of article-specific case represen-
tations. We hypothesize that this distinctiveness
maximization constraint in turn helps the article-
specific representation component to extract salient
information with respect to each article more effec-
tively. At the lower level, inside the latent space for
each article, we further perform contrastive learn-
ing among cases based on their outcome for tasks
A and B, respectively. This allows the positive
outcome representations of cases under a specific
article to stay closer and separate from the negative
outcome cases, leading to formation of sub-clusters.
We apply contrastive losses for Task A and Task B
separately on the interaction-aware representations.
It is calculated as the mean loss computed based
on every article based representation as an anchor
point. The loss for the interaction-aware representa-
tion of the jth case specific to the ith article for Task
B c′bij as an anchor point is calculated as follows:

l(c′bij ) =log(
∑

f∈Q(i,j)

exp(c′bij · f/τa)∑
g∈P (i,j) exp(c′bij · g/τa)

)

× α
∑

f∈R(i,j)

exp(c′bij · f/τc)∑
g∈Q(i,j) exp(c′bij · g/τc)

)

(2)

where P (i, j) = {c′blm |l ̸= i & m ̸= j} (all rep-
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resentations except the anchor point), Q(i, j) =
{c′blm |l = i & m ̸= j)} (all representations
which share the same article as the anchor point),
R(i, j) = {c′blm |l = i & yij = ylm & m ̸= j},
yij the denotes binary outcome label of case j with
respect to article i (all representations which share
the same article and outcome of that article as the
anchor point). τa and τc are scalar temperature
parameters that control the penalties on negative
samples. The first term in the above equation 2
denotes the contrastive loss among article represen-
tations (i.e., for a given anchor point, positive pairs
are obtained by article-aware representations of
cases in the batch which share the same article with
the anchor point; negative pairs are the remaining
article representations). The second term contrasts
the cases based on their task outcome within spe-
cific article representations. Contrastive learning
has shown to be more effective with larger batch
sizes (Radford et al., 2021; Chen et al., 2020). To
account for smaller batch size due to computational
constraints incurred with our hierarchical setup, we
use a memory bank (Wu et al., 2018) which pro-
gressively reuses the representations from previous
batches in computing the contrastive loss.

3 Experiments & Discussion

3.1 Dataset & Baseline Models

We experiment on the ECHR task A and B datasets
of LexGLUE (Chalkidis et al., 2022b), which con-
sist of 11k case fact descriptions chronologically
split into training (2001–2016, 9k cases), validation
(2016–2017, 1k cases), and test sets (2017-2019,
1k cases). The label set for both tasks include 10
prominent ECHR articles. Implementation details
are given in Appendix A. We compare our models
against the following baselines:
Task A/B only: We train single-task models only
on task A and B labels, respectively. Their archi-
tecture is based on our model with contrastive loss,
task dependency and article-specific representation
components removed.
Multi-task: Using the same architecture, we also
develop a model for both task A and B that is
trained in classic multi-task fashion with separate
classification heads without article-specific repre-
sentations and task dependency components.

3.2 Performance Evaluation

Following Chalkidis et al. 2022b, we report micro-
F1 (µ-F1) and macro-F1 (m-F1) scores across the

Table 1: Results on Task A and B. ‘feat.’, ‘lab,’. ‘Cont.’
indicate feature, label and contrastive, respectively

Task B Task A
Model µ-F1 m-F1 µ-F1 m-F1 hm-F1
Task B only 76.20 67.15 - - -
Task A only - - 68.42 56.26 54.14
Multi-task 78.17 69.16 69.29 58.05 55.57
Our Method 79.29 70.97 71.26 65.24 60.90
w/o feat. & lab. 78.93 71.45 70.07 59.14 57.09
w/o feat. 78.59 71.56 70.68 63.93 59.28
w/o label 79.09 71.38 70.32 64.12 61.70
only gold lab. 78.21 70.03 81.46 78.93 66.59
gold lab. + feat. 77.68 70.40 83.19 78.79 67.42
w/o outcome Cont. 78.42 69.48 69.86 60.84 57.62
w/o article Cont. 79.02 71.14 71.16 64.68 59.86
Task A Cont. - - 70.16 62.14 58.12
Task B Cont. 78.16 69.42 - - -

10 ECtHR articles contained in the dataset. We also
report hard-macro-F1 (hm-F1) for Task A follow-
ing Santosh et al. 2022, which is the mean F1-score
computed for each article where cases with that
article having been violated are considered as pos-
itive instances, and cases with that article being
alleged but not found to have been violated as nega-
tive instances. This forms the most critical measure
for violation classification as it conditions on alle-
gation.
We compare the performance of our method with
the baselines in the first four rows of Table 1. The
multi-task method performs better than the individ-
ual tasks alone, validating the dependency between
them. Our method performs better than the multi-
task architecture, highlighting the effectiveness of
our feature and label dependency components, as
well as of the hierarchical contrastive loss. It scores
higher by a small margin in Task B and Task A
micro-F1 but achieves a larger benefit (>5%) in
task A macro-F1 and hard macro-F1 metrics. This
suggests that our model is of particular utility for
sparser classes.

3.3 Analysis
3.3.1 Ablation on Task Dependency Learning
We create three ablation conditions by removing
one interaction mechanism in each of them: (i) w/o
feature & label (article-specific representation but
with no concatenation with features or labels) (ii)
w/o feature (article-specific representation concate-
nated with task B label as classified by the model)
and (iii) w/o label (article-specific representation
concatenated with task B features).
From the second section of Table 1, we observe
that even the performance of w/o feature and la-
bel is better than multi-task model indicated by a
small but consistent margin, indicating that article-
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specific case representation is a competitive compo-
nent. Both w/o feature, w/o label models perform
better than w/o feature & label in Task A, demon-
strating the benefit of passing on task B model
information explicitly. Between them, w/o label
performs better in m-F1 and hm-F1 scores of Task
A than w/o feature showing that providing the fine-
grained representation of features from the allega-
tion identification model is more useful than the
predicted allegation labels only.

Further, to evaluate the impact of allegation iden-
tification performance on downstream violation
classification, we conduct a control experiment in
which we provide the actual gold allegation set of
articles as input to the violation component in place
of the predicted ones. We create two variants: only
gold labels and gold labels + features (gold labels
along with task B features). From the third section
of Table 1, we observe that performance on Task
A increases substantially in micro-F1 and macro-
F1, which is intuitive as the model gets access to
perfect allegation information. Interestingly, when
adding task allegation feature information, we no-
tice an additional small increase in hard macro-F1,
indicating that adding feature information can have
beneficial effect even in the presence of gold task
B labels. These results form an upper bound of
the benefit of using task dependency information
from allegation branch to violation branch in our
architecture, and the size of the performance gap
motivates future work on accurate allegation classi-
fication.

3.3.2 Ablation Hierarchical Contrastive Loss
We carry out an ablation experiment for each
component of our hierarchical contrastive loss:
(i) disable article-level contrastive learning to ob-
tain distinctive article representations (‘w/o article
contrastive’) and (ii) disable outcome-based con-
trastive learning to separate cases based on out-
come within each article cluster (‘w/o outcome
contrastive’). Intuitively, from the fourth section of
Table 1, we observe that removing the outcome con-
trastive loss has the larger effect on performance, as
it directly relates to the predicted label. The smaller
but consistent drop in performance when removing
article-level contrastive learning supports our hy-
pothesis that maximizing the distinctiveness among
article representations encourages the model to
learn how to extract article-specific salient informa-
tion from case facts.

Finally, to study the impact of our contrastive

loss component alone, we evaluate single-task mod-
els applying our hierarchical contrastive loss re-
ferred to as ‘Task A/B Contrastive’. From the last
section of Table 1, we observe that they outperform
their baseline counterparts in both tasks, but still
stay behind our model.

4 Conclusion

We improve ECtHR article violation classification
from fact statements by leveraging feature and la-
bel information from an allegation classification
model. We also leveraged hierarchical contrastive
loss to contrast between different article represen-
tations and case representations based on outcome
with respect to a specific article. Given a static pre-
trained encoder, our models outperform a straight-
forward multi-task architecture by a small but con-
sistent margin, with larger improvements for sparse
classes. These results suggest that the tasks of alle-
gation and violation classification on ECtHR fact
statements interrelate in a way that may not be op-
timally captured using straightforward multi-task
architectures, and motivate further research on de-
pendency modeling between related legal classifi-
cation tasks.

Limitations

In this work, we have demonstrated improvements
in violation classification for ECtHR cases by lever-
aging the dependency from allegation classification
at the feature and label level. While our feature
transfer and contrastive learning techniques are gen-
eral, our experimental contributions are contextual
to the court. The nature of the fact statements as
being influenced by the eventual case outcome and
not suitable for prospective prediction has already
been addressed in section 1.

While similar tasks (i.e., allegations paired with
findings) exist in many other jurisdictions, they
will differ in, for example, legal nature, semantic
difficulty, and sub-task dependency. In our case,
we choose the allegation classification as the aux-
iliary task which is closely related and also forms
a necessary sub-part of deriving the final outcome
related to the main task (violation prediction) at
hand. We leave an exploration of the relatedness
of auxiliary tasks and their impact on LJP/COC for
future work.

One major challenge is dealing with long input
case facts description, which is currently handled
with hierarchical model in this work. These hierar-
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chical models do not allow tokens in one sentence
to attend to tokens in other sentence which leads
to sub-optimal interaction modelling. This model-
ing impact on performance is still underexplored
except some preliminary empirical work in Dai
et al. 2022; Chalkidis et al. 2022a. Additionally,
we freeze the weights in the LegalBERT encoder,
both to save computational resources and to evalu-
ate the effectiveness of our dependency mechanism
in a clean way.

Ethics Statement

We employ pre-trained language models and do not
train them from scratch, thus inheriting the biases
they may have acquired from their training cor-
pus. Our experiments have been carried out on a
dataset of ECtHR decisions which is publicly avail-
able as the part of LexGLUE benchmark (Chalkidis
et al., 2022b) and has been derived from the public
court database HUDOC2. Though these decisions
are not anonymized and contain the real names of
the involved parties, we do not foresee any harm
incurred by our experiments beyond making this
information available. This collection of decision
documents is of course historical data and using
it to train model may result in classifiers that ex-
hibit behavior that may be considered biased. For
example, Chalkidis et al. 2022c explores dispari-
ties in classification performance with regard to an
applicant’s gender, their age, and the identity of
the respondent state. If COC models are deployed
as part of a decision support systems, then they
of course must be screened for performance/error
differences in between groups that are to be treated
equally.

The task of LJP/COC in itself raises serious ethi-
cal and legal concerns, both in general and specific
to the European Court of Human Rights. However,
we do not advocate for the practical adoption of
LJP/COC systems by courts. Our prior work in
Santosh et al. 2022 demonstrates that these sys-
tems rely on several shallow surface-level spurious
signals that are statistically predictive but legally
irrelevant. This highlights the risk of using predic-
tive systems in high stakes domains such as law.
In the same work, we argue that models leverag-
ing the case outcome signal for analytical purposes
must be developed mindfully and with the goal of
aligning their inferences with legal expert reason-
ing. This further parallels the broader legal NLP

2https://hudoc.echr.coe.int

community increasingly addressing ethical aspects
of developed systems in the context of technical
research (e.g., Wang et al. 2021; Medvedeva et al.
2021, 2022; Tsarapatsanis and Aletras 2021; Leins
et al. 2020).

In this work, we use COC as a technical bench-
marking task that allows the development and study
of neural NLP models on legal text. We focus on
how to leverage dependencies on two successive
tasks (allegation identification and violation classi-
fication) based on case facts, as well as on learning
effective representations of these facts using con-
trastive learning. Our results are hence to be un-
derstood as technical contributions in pursuit of the
overarching goal of developing models capable of
deriving insight from data that can be used legally,
ethically, and mindfully by experts in solving prob-
lems arising in legal research and practice.

All experiments were carried out using Google
Colab. We did not track computation hours.
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A Implementation Details

Our models compute word embeddings of size 768.
Our word level attention context vector size is 300.
The sentence level GRU encoder dimension is 200,
thus giving a bidirectional embedding of size 400,
and a sentence level attention vector dimension of
200. The final dense classifier for all tasks has 100
hidden units. We use a mini batches size of 32
and the model is optimized end-to-end using Adam
(Kingma and Ba, 2015). The dropout rate (Srivas-
tava et al., 2014) in all layers is 0.1. We determine
the best learning rate using grid search on the de-
velopment set and use early stopping based on the
development set m-F1 score. We finetuned τa, τc
with an additional constraint of τa < τc among the
values of {0.07, 0.1, 0.14, 0.2, 0.25, 0.3} so that it
aids in pulling together the representations belong-
ing to the same article in latent space (leading to
distinct article clusters) and also in further slightly
pulling together the representations of cases be-
longing to the same outcome in each separated
article-specific embedding latent space compared
to the other outcome cases in that same article. We
set α to be 0.5. We use a memory bank of size 32
per article and outcome, and store only the most
recent examples per article and its corresponding
outcome.
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