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Abstract

Effective communication requires adapting
to the idiosyncrasies of each communicative
context—such as the common ground shared
with each partner. Humans demonstrate this
ability to specialize to their audience in many
contexts, such as the popular game Dixit. We
take inspiration from Dixit to formulate a multi-
agent image reference game where a (trained)
speaker model is rewarded for describing a tar-
get image such that one (pretrained) listener
model can correctly identify it among distrac-
tors, but another listener cannot. To adapt, the
speaker must exploit differences in the knowl-
edge it shares with the different listeners. We
show that finetuning an attention-based adapter
between a CLIP vision encoder and a large lan-
guage model in this contrastive, multi-agent
setting gives rise to context-dependent naru-
ral language specialization from rewards only,
without direct supervision. Through controlled
experiments, we show that training a speaker
with two listeners that perceive differently, us-
ing our method, allows the speaker to adapt to
the idiosyncracies of the listeners. Furthermore,
we show zero-shot transfer of the specialization
to real-world data. Our experiments demon-
strate a method for specializing grounded lan-
guage models without direct supervision and
highlight the interesting research challenges
posed by complex multi-agent communication.

1 Introduction

Human language use is communicative, and thus
involves substantial adaptation to each conversa-

tional partner and context (Clark and Wilkes-Gibbs,
1986; Clark, 1996; Gallois et al., 2005; Frank and
Goodman, 2012; Hawkins et al., 2019, 2022). We
can adapt our speech to complex social settings,
with multiple partners (Mankewitz et al., 2021;
Boyce et al., 2022) and competing constraints, such
as politeness vs. explicitness (Yoon et al., 2016).
While current language and captioning models can
increasingly imitate human language and scene de-
scriptions (Brown et al., 2020; Tsimpoukelli et al.,
2021; Mokady et al., 2021; Alayrac et al., 2022;
Elhagry and Kadaoui, 2021), they generally are
not explicitly adapted to a particular partner or to
satisfy multiple constraints. Common approaches
to specializing the language generated by these
models fall into two categories: finetuning on a
supervised dataset (e.g. Hu et al., 2021), which re-
quires task-specific labeled examples, or prompt
engineering, which is often brittle and may still
require task-specific examples (Liu et al., 2021).
Here, we take inspiration from how humans adapt
their language to their audience to offer an alter-
native approach to specializing grounded language
models without direct supervision.

Our approach to specialization is inspired by the
popular multi-player game Dixit (Roubira, 2008),
which rewards each player’s ability to adapt their
communication to a particular audience. In a round
of Dixit, the “speaker” describes a chosen image
in language. Then, the rest of the players (two
or more “listeners”) attempt to identify the target

3884

Proceedings of the 17th Conference of the European Chapter of the Association for Computational Linguistics, pages 3884-3911
May 2-6, 2023 ©2023 Association for Computational Linguistics



image from a pool of distractors. Importantly, the
speaker is rewarded when some but not all listeners
correctly identify the image. This leads to creative
captions that target the common ground between
a speaker and some (but not all) of the listeners
(see example in Figure 1a). For more details, we
refer readers to Kunda and Rabkina (2020), who
introduce Dixit as a grand challenge for Al

Using this inspiration, we formulate a setting
where grounded language models can specialize
their language without direct supervision, from re-
wards only. We build on prior work in emergent
communication (Cogswell et al., 2020), and adapt
a pretrained captioning model (the “speaker’) by
finetuning a small fraction of its parameters to max-
imize a Dixit-like reward—this minimal adapta-
tion helps reduce language drift (Lee et al., 2019).
We go beyond prior work by investigating a com-
plex, not fully cooperative, setting (Figure 1b). The
speaker’s goal is to communicate information to
some listeners, but not others, by exploiting differ-
ences in listeners’ idiosyncratic “personalities”. We
instantiate this setting by having a speaker model
communicate with multiple (frozen) contrastive lis-
tener models differing along perceptual axes. We
design careful experiments, with datasets, metrics,
and controls to ensure quantifiable assessment of
language specialization.

We show that training a speaker with a pair of
listeners in this Dixit-inspired setting can lead to di-
verse specialization of natural language, with mini-
mal language drift, and without direct supervision.
From rewards, the speaker identifies and learns to
cue to the difference between two listeners, which
we call “listener subtraction”. We show this adap-
tation across many pairs of perceptually-differing
listeners, and various datasets (Section 4.1, 4.2).
For example, when trained with one listener which
sees color, and another which sees only grayscale,
the speaker learns to exclusively use color words—
it exploits the specialized information it shares with
the first listener. Furthermore, the speaker exhibits
some zero-shot transfer of its language specializa-
tion from artificial to realistic datasets (Section 4.3).
To our knowledge, our work is the first to consider
natural language communication in a grounded,
multi-listener setting, without direct supervision.

2 Related work

Dixit. Kunda and Rabkina (2020) discuss the full
game of Dixit as a grand challenge for Al and posit

the various interesting subproblems that would
need to be solved (but do not attempt to solve
them). Here, we focus on addressing the “Find
a Phrase” subproblem—how the speaker should
choose a phrase such that some but not all listeners
correctly identify the image.

Adapting (grounded) language models. A
large body of prior work focuses on adapting
large pretrained language models (Hu et al., 2021;
Ziegler et al., 2020; Brown et al., 2020; Tsim-
poukelli et al., 2021) to various tasks. Our work
also focuses on natural language specialization,
but differs in that we use no supervised data. In
that sense, our work is more similar to approaches
that fine-tune pretrained models with reinforce-
ment learning (Stiennon et al., 2020; Ouyang et al.,
2022). Unlike those works, we focus on grounded
communication. With respect to grounding, we
take inspiration from prefix tuning (Li and Liang,
2021) and use an image-to-prefix encoder to condi-
tion a pretrained language model on images, as in
Tsimpoukelli et al. (2021). These models can adapt
their language via prompting (Brown et al., 2020),
which we consider as a baseline for our approach.

Pragmatics through model interactions. Work
in cognitive science has explored how pragmatic in-
ferences can be explained as reasoning over simpler
speaker and listener models (Frank and Goodman,
2012). This perspective aims to explain human
pragmatic references in grounded reference games
and can help train models that give and follow in-
structions (Fried et al., 2018) or help train listener
models that adapt to individual human speakers
(Hawkins et al., 2020). Our work is related to this
framework, but differs in that the speaker model is
adapted to use differences between multiple listen-
ers.

Emergent communication. Finally, there is
prior work on emergent communication in im-
age reference games. We focus on works involv-
ing natural language generation, like our setting.
Cogswell et al. (2020) focus on a speaker agent that
asks questions in dialogue with a single, pretrained-
and-frozen listener, to identify an image among dis-
tractors. Lazaridou et al. (2020) consider speaker
and listener agents in a more standard image refer-
ence game—the speaker describes an image, and
the single listener must choose the image among
distractors. Both papers use the pretrain-then-
finetune approach to minimize language drift; we
adopt a similar methodology. Like Cogswell et al.
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Figure 1: a) An example round of Dixit, the inspiration for our work. The speaker uses a specialized caption (green),
so that only one listener (who has read Harry Potter) correctly identifies the image. This outcome is rewarded per the
some but not all rule. b) How our work relates to past work. Image classification: models say something about an
image. Contrastive learning: models say something to distinguish an image from others. Emergent communication:
models say something to distinguish an image from others in a way one listener will understand. Our work: models
say something to distinguish an image from others in a way one but not another listener will understand.

(2020), we freeze our listeners to maintain language
grounding (cf. Lee et al., 2019), and focus on the
speaker. Unlike prior work, our setting involves
simultaneous, natural language communication to
multiple listeners and is not fully cooperative.

3 Methods

3.1 Multi-agent image reference game

We focus on a multi-agent image reference game
inspired by a single round of Dixit. We frame this
problem as a challenge of tuning a pretrained mul-
timodal model to specialize its language, without
direct supervision on how to specialize. Our setup
(Figure 2) involves one speaker model communi-
cating with multiple listener models about a target
image. The speaker model receives the target image
and outputs a caption. Each listener model receives
the caption and the target image along with some
(random) distractor images. Each listener model’s
goal is to correctly identify the target image from
the distractors, based on the speaker’s caption.
Following the some-but-not-all reward structure
of the Dixit game, we reward the speaker model for
the difference in the (binary) accuracies of listeners
1 and 2 on a given set of images. To avoid co-
adaptation and pragmatic drift (cf. Lazaridou et al.,
2020), we pretrain and freeze our listener models.
Thus, only the speaker has learnable parameters.

3.2 Speaker model

The speaker model (Figure 2a) is inspired by the
Frozen model (Tsimpoukelli et al., 2021) and Clip-
Cap (Mokady et al., 2021). We build the speaker
using several pretrained components, and adapt

only a small piece to our setting. The model is
composed of a pretrained-and-frozen CLIP visual
encoder (Radford et al., 2021), learned attentive
(QKYV) adapter layer, and a pretrained-and-frozen
Transformer (decoder) language model (Vaswani
et al., 2017; Hoffmann et al., 2022). An input im-
age is first passed through the visual encoder. The
unpooled output of the encoder is flattened and
passed into the adapter, a Perceiver-inspired cross
attention layer (Jaegle et al., 2021). The adapter
outputs n = 32 prefix tokens, which are used to
condition the language model and generate up to
32 output tokens. See Appendix A for more details.

The only parameters of this model that are ever
trained are in the adapter. We keep the pretrained
CLIP encoder and language model frozen (to help
prevent language drift), and pretrain the adapter
on the Conceptual Captions dataset (Sharma et al.,
2018) to give our speaker basic captioning abilities
(see Appendix B.1). All our experiments start from
this captioning-pretrained base speaker model. We
finetune the adapter for each experimental condi-
tion, which consists of a dataset to train on and a
pair of listeners (we refer to this process as “train-
ing the speaker”). We do not have supervision for
what to say when playing the game—much as a
human player needs to adapt without direct super-
vision. Instead, we use REINFORCE (Williams,
1992) to train the speaker’s adapter parameters,
based on the rewards received for differences in the
listener accuracies (see Section 3.1). Our choice to
finetune only the adapter builds off prior works in
emergent communication that use pretrained-and-
frozen components (Cogswell et al., 2020; Lazari-
dou et al., 2020). By repeated interactions with

3886



a) Speaker: b) Listener 1:
Image with E n
I 1 yellow ¢ ¢ [
l ALIGN ALIGN
CLIP Lang Vision
Vision & &
Learnt,
Fixed,
Queries Flatten 0.2 0.7 01
l l c) Listener 2:
: Image with 1
QKYV Attention yellow ¢ ¢
,wimage I,'W"h ALIGN ALIGN
! ¢ ' ¢ Lang Vision
Language Model *® & ®
by iy
Image-~  with--" yellow ... 0.4 0.3 0.3

Figure 2: Our setup for cFMNIST and the grayscale
transform. a) The speaker receives an image and gen-
erates a caption. b) Listener 1 receives unperturbed
images and picks best match to the caption (correctly).
¢) Listener 2 receives images with the grayscale trans-
form applied and picks the best match to the caption
(incorrectly). Then, the speaker receives a reward of 1
(the difference in the accuracies) which it uses to update
its adapter parameters (green) via REINFORCE. All
components in blue are pretrained and frozen.

the same pair of listeners in each experimental con-
dition, the speaker should update its weights to
produce specialized language to that listener pair.

3.3 Listener models

For our listener models (Figure 2b,c), we use the vi-
sion and language encoders of a pretrained ALIGN
NFNet F5 model (Jia et al., 2021; Brock et al.,
2021). For a set of input images and caption, we
compute image-caption match scores for each im-
age, and the listener selects the image with the
highest alignment score.

To investigate the speaker’s ability to adapt to
distinct listeners, we experimentally manipulate the
listeners’ knowledge. We use the same pretrained
model for each listener, but manipulate each lis-
tener’s knowledge by applying distinct image trans-
formations to the inputs. For listener 1, we do not
transform the input images. For listener 2, we con-
sider the following transformations:

Crop: Images are cropped to the top-right quadrant
then resized to the original size.

Blur: Images are Gaussian blurred (radius 25 px).
Grayscale: Images are converted to grayscale.

While listener “personalities” could differ along
any linguistic, conceptual, and perceptual axes, we
focus on these perceptual transformations because

they enable quantitative assessments of language
specialization. When listener 2 sees cropped im-
ages, we expect the speaker to cue objects outside
the cropped region. When listener 2 sees blurred
images, we expect the speaker to cue objects with-
out the use of color, as distinct objects will not
be visible to the second listener but color will still
largely be visible. Conversely, when listener 2 sees
grayscale, we expect the speaker to only use color
words and to specifically stop referring to objects.
We design controlled datasets for each experiment,
in which each relevant metric can be measured.

3.4 Datasets and metrics

The main datasets we use are transformed versions
of Fashion-MNIST (Xiao et al., 2017). Fashion-
MNIST (FMNIST) consists of grayscale images
of different types of clothing items. We create a
colored version (cFMNIST), where each image is
randomly colored with one of 8 colors. To test
training with the crop listener, we then create a
tiled version of cFMNIST (tcFMNIST) where each
image consists of two random cFMNIST images,
one in the top-right, and one in the bottom-left. For
more realistic images, we use the COCO dataset
(Lin et al., 2014), taking center square crops of
all images. Example images for all dataset and
transform pairs are shown in Figure 3.

For analysis metrics, we first evaluate the pro-
portion of captions generated by the speaker on test
images that had color words in them (“color preva-
lence”) and the proportion of captions that con-
tained a clothing-related word (“FMNIST keyword
prevalence”). Each of these metrics identifies lan-
guage specialization. To measure image-relevance
of produced language, we compute metrics measur-
ing how often an object word used corresponded
to an actual object in the image, accounting for
synonyms. These metrics are referred to as “object
prevalence” for cFMNIST, and “bottom-left object
prevalence” and “top-right object prevalence” for
tcFMNIST. For colors, it’s difficult to enumerate
all synonyms as the model often uses pairs of col-
ors, e.g., “blue and white” for “cyan”. Instead, we
found that a “color diversity” metric—which mea-
sures the speaker’s variation in color use—offers
an effective proxy for determining color relevance.

See Appendices C, D, for more details on
datasets and metrics, respectively.
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Speaker and Listener 2
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Figure 3: Example test images and speaker captions at
the start and end of training for various experimental
conditions. By row, the speaker trains on a different
dataset (a: tcFMNIST, b,c: cFMNIST, d: COCO), and
the second listener sees a different transformed image
(a: top-right crop, b: blurred, c,d: grayscale). Diverse
language specialization emerges by the end of training.
See Appendix H for more samples.

3.5 Training

A training “episode” consists of the speaker receiv-
ing an image (observation), generating a caption
(action), and receiving the difference in listener
accuracies as a reward. As noted above, only the
adapter in the speaker has trainable parameters,
which are updated via REINFORCE (Williams,
1992). We use nucleus sampling (Holtzman et al.,
2019) to generate captions. We add a small reward
penalty to incentivize short captions (a weight A
times the number of words used) as an articulatory
effort minimization bias (cf. Lazaridou and Baroni,
2020). We use a batch size of 128 images, with 3
random distractors for each image drawn from the
same batch. See Appendix B.3 for more details.

4 Results

4.1 Emergence of specialization

By training a speaker to maximize the difference in
accuracy between two fixed listeners, we see strong
language specialization across many listener pairs
(Figure 3a-c, 4a-c). When the second listener sees
only the top-right crop of the image, the speaker
learns to cue to objects that the second listener can-
not see (Figure 4a, bottom). The first listener’s ac-
curacy remains stable through learning, but the sec-
ond listener’s accuracy decreases to chance level.
This corresponds to the decrease in top-right ob-
ject prevalence in the speaker’s captions and an
increase in bottom-left object prevalence.

When the second listener sees only the blurred

version of the image, the speaker learns to reduce
its use of color words, while still referring to the
target object. The overall learning dynamics are
similar to the crop case: the first listener’s accuracy
remains roughly constant, while the second drops
to chance level, again paralleling the decrease in
color prevalence in the speaker’s captions.

By contrast, when the second listener sees only
a grayscale image, we see a rapid decrease in ob-
ject prevalence and increase in color prevalence.
However, this initial learning causes both listener
accuracies to drop, as the speaker greedily uses
colors that may not be image relevant. Then, from
iterations 2.5k to 25k, the speaker slowly learns
to use more accurate colors for each image, and
the first listener’s accuracy increases slowly but
steadily (while the second listener stays at chance).
At the end of training, color diversity is compara-
ble with that produced by language prompts (see
Section 4.4.3, Tables 1 and 15), indicating that the
speaker is using diverse, image-relevant colors.

These experiments illustrate that the speaker
model can optimize its reward in different ways
depending on the pair of listeners—decreasing the
second listener’s accuracy, increasing the first lis-
tener’s accuracy, or both. Each strategy produces
meaningful, measurable changes in the speaker’s
language, while keeping drift to a minimum. Cap-
tions show little structural drift (assessed by an in-
dependent language model’s likelihoods, Appendix
E), as well as little semantic and pragmatic drift (as
assessed by the above metrics). See Appendix H
for more images, distractors, and speaker ouputs.

4.2 Extending to real world data

We next apply our approach to a setting with real-
world data—images from the COCO dataset (Lin
et al., 2014). The effect of most transforms is
harder to quantify exactly, as the images contain
many objects, and enumerating all their synonyms
is infeasible. Thus, we use the grayscale transform,
which still offers usable metrics (color prevalence
and diversity).

Figure 3d, 4d show model samples and the
speaker’s training curves on COCO. The speaker
starts with a high initial accuracy to both listen-
ers. Then, we qualitatively observed (by inspecting
model samples) that the speaker starts “exploring”
different strategies to differentiate the listeners (it-
erations 0-20k). Just before 20k iterations, the
speaker starts using colors slightly more often, then
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Figure 4: Accuracy and task-relevant metrics for many dataset and listener pairs. By column, the second listener
sees a different transformed image (a: top-right crop, b: blurred, c,d: grayscale). The top row shows listener
accuracies as the speaker learns to specialize. The bottom row shows prevalance of task-relevant keywords indicated
by line color—note that object metrics measure both grounding and language specialization, while color metrics
only measure specialization (see Section 3.4). Error bars show 95% confidence intervals (95% ClIs) over 5 seeds.

exhibits a near-stage-like transition to exclusively
using colors. Qualitatively, the speaker switches
standard captions (e.g., “person in front of a bi-
cycle”) to color-focused captions (e.g., “red and
white”) for each image at some point during train-
ing. Once the speaker only uses color for its cap-
tions, the individual listener accuracies diverge sig-
nificantly. Notably both listener accuracies are far
worse than at the start of training, as color alone is
an imperfect distinguisher on COCO (and overspec-
ifying colors may give away too much, since object
category is correlated with color in real images).
However, the speaker has successfully learned to
specialize its language to exploit the difference be-
tween the two listeners. Furthermore, this language
remains grounded, as evidenced by end-of-training
color diversity being comparable to color diversity
produced from language prompting (see Section
4.4.3, Tables 1 and 16).

4.3 Zero-shot transfer

We next explore zero-shot transfer of the language
specialization from our simpler dataset (cFMNIST)
to the more challenging setting of COCO. To do so,
we trained a speaker in the grayscale transform set-
ting on cFMNIST (Listener 1 sees the unperturbed
image, Listener 2 sees the grayscale image) and
tested its zero-shot behavior on COCO. As base-
lines, we consider the behavior of the pretrained
captioning model (that the speaker is initialized to),

and the behavior given the best natural-language
prompt (see Section 4.4.3). We also compare to the
behavior of an expert speaker trained to specialize
on COCO (the end of training in Figure 4d).

We find significantly-above-baseline zero-shot
transfer, with increasing use of color on COCO as
the speaker is trained on FMNIST (Figure 5b). Fur-
thermore, this specialization leads to meaningful
differences in listener accuracies (Figure 5a). This
specialization transfer from FMNIST to COCO per-
forms better (across all four metrics in Figure 5)
than baseline zero-shot approaches (the untuned
captioning model), and on par with the best lan-
guage prompt (see Section 4.4.3).

However, zero-shot behavior is far from perfect—
the model loses some grounding relative to the ex-
periments above. Zero-shot, the model strongly
prefers “red” (Figure 5c¢), using it in nearly twice
as many captions as the COCO-trained speaker, in-
cluding even some non-red images. We believe this
may be due to the average “color” of the 8 colors
we use for cFMNIST, in RGB, is 907080, indicat-
ing a slight red skew of the data. To improve gener-
alization, we therefore trained on a richer, balanced
colored version of FMNIST, where image hues
are sampled randomly from 360 equally-spaced
options (as opposed to the 8-hue cFMNIST used
above) — we refer to this dataset as cFMNISTmany.
We find that this improves zero-shot transfer across
all metrics, pushing it beyond the performance of
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Figure 5: Zero-shot transfer results from cFMNIST to COCO and relevant baselines. Each subplot shows a different
metric, with different lines corresponding to different conditions or baselines. The two conditions are training
on cFMNIST (blue) or cFMNIST with 360 hues (purple). Various baselines are included as dotted lines: base

captioning model (black), base captioning model with explicit prompting (red), fully trained on COCO (green).

the best explicit language prompt. Although this
model still has slightly increased “red preference”,
its usage of other colors is also significantly better
than the 8-hue-trained speaker. For example, in
Figure 5d, we see that the cFMNISTmany-trained
speaker uses yellow in a similar percentage of cap-
tions as a COCO-trained speaker. A better caption-
ing model, that was adapted on a more diverse set
of images, would likely transfer even better.

4.4 Ablations

We finally consider ablations to our set-up to iden-
tify key aspects. See Appendix F for full results.

4.4.1 Single listener

In our original experiments, the speaker learns to
specialize in the presence of multiple listeners, but
are both listeners necessary? Could the speaker
also specialize through communicating with only
a single listener? To test this possibility, we train
a speaker model to optimize the accuracy of just a
single listener (so the reward is binary 0/1 listener
accuracy). See Appendix B.4 for details.

In the tcFMNIST case, prevalence of keywords
for both locations in the image increases consis-
tently, indicating a lack of specialization to image
sub-regions. For cFMNIST, we find that single-
listener training leads to increased use of colors
and correct keywords; we never see a differential
specialization that full multi-listener training in-
duces in our original experiments. For COCO, we
see the largest difference between single-listener
and multi-listener cases—the single listener case
does not learn to use color to distinguish images.

4.4.2 Non-contrastive reward

We next consider training with multiple listeners,
but a non-contrastive reward. Namely, instead of
optimizing for the difference in accuracy between

listeners, we optimize directly for the difference
in ALIGN match on the cued image. We call this
approach “non-contrastive” as no distractor images
are required. See Appendix B.5 for details.

Training in this setting does lead to some lan-
guage specialization, but is worse than contrastive
training in 3 out of 4 settings we consider. For
the crop setting (Table 9), we see a reduced use of
the top-right keyword, but only a modest increase
in the use of the bottom-left keyword compared
to contrastive reward training. For the blur set-
ting (Table 10), the non-contrastive reward actually
outperforms the contrastive reward. The model
uses image-relevant keywords 70% of the time, and
stops using varied colors (but continues to mention
a single color). For the grayscale setting on both
FMNIST and COCO, we observe strong special-
ization using the non-contrastive reward (as evi-
denced by low FMNIST keyword prevalence, and
high color prevalence in Tables 11, 12). However,
the captions in this case lose image relevance, as
evidenced by markedly lower color diversity. Qual-
itatively, we observe the model using the same
color for each image (which achieves more reward
than baseline, but is obviously not desirable). Thus,
overall, we find that the contrastive reward encour-
ages specialization while preserving image rele-
vance in this multi-listener setting.

4.4.3 Explicit prompting
Finally, we evaluate a simpler, commonly-used ap-
proach to model specialization: explicit prompting.
These experiments also provide a baseline for our
zero-shot results (in Section 4.3), as no training is
involved. We created a variety of possible prefixes
to elicit specialization, as explicit prompting can
be brittle. Full results are provided in Appendix G.
Table 1 shows the top three prompts and rele-
vant metrics for the (identity, grayscale) transform
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Caption Prefix FMNIST metrics COCO metrics

Accuracy Color Color Object Accuracy Color Color

Difference Prevalence Diversity prevalence Difference Prevalence Diversity
No prefix 0.089 0.556 0.014 0.442 0.003 0.027 0.022
the color of this imageis  0.174 0.901 0.020 0.000 -0.010 0.135 0.036
color: 0.118 0.971 0.004 0.111 0.013 0.541 0.030
colors in image: 0.048 0.999 0.001 0.000 0.019 0.335 0.018
Fully trained 0.422 1.000 0.015 0.000 0.156 0.988 0.033

Table 1: Relevant metrics for various caption prefixes. The no prefix condition corresponds to the base captioning
model. Fully trained results match values at the end of training from Figure 4—full training via listener subtraction
provides superior language specialization compared to explicit prompting.

pair, on both FMNIST and COCO. Explicit prompt-
ing does lead to some specialization (when com-
pared to the base captioning model), but fails to
provide the robust specialization we observe in Sec-
tion 4. Captioning prefixes can be quite brittle, as
evidenced by the diverse behavior we observe from
superficially similar prompts. For “colors in image:’
and “color:”, the model has high color prevalence,
but low diversity. Qualitatively, the model tends to
list all colors, with only the first color correspond-
ing to the true color of the image. For “color:” we
also observe that the model still uses nouns. For
“the color of this image is” we observe slightly re-
duced color prevalence, but much stronger color
diversity and little usage of nouns.

On COCO, similar color prompts yield surpris-
ingly large differences in color prevalence. We
also observe “switching” behavior: per image,
the speaker either ignores the caption prefix (e.g.,
“color: person and her son play in the water”) or
specializes (e.g., “color: blue and white”). Qualita-
tively, this behavior mirrors the stage-like transition
in the COCO-trained speaker, in Section 4.2.

2

5 Discussion

We have demonstrated a method for specializing
a grounded language model without direct super-
vision, by finetuning a small fraction of its param-
eters in a complex multi-agent setting. We have
shown that this approach enables diverse types of
specialization with minimal language drift, and
have identified the essential aspects of this ap-
proach. We believe that our work offers a novel
perspective on adapting models to new settings
without supervised data.

Our approach to specializing a grounded lan-
guage model rewards the speaker for using differ-
ences in the information it shares with two listener
models. This formulation allows for flexible adap-

tation of models to complex tasks. For example,
our approach could potentially be used to diag-
nose biases in one contrastive listener model by
comparing to another (e.g., trained on a different
dataset), an area of considerable interest (Agarwal
et al., 2021). A speaker optimized for the differ-
ence between two contrastive models could identify
biases present in one listener, without the need for
manually curated word lists. Additionally, training
against listeners of different skill could potentially
improve language quality without relying on costly
human annotations (e.g. Stiennon et al., 2020).
Long term, we hope our work contributes to per-
sonalized Al. Humans prefer interacting with oth-
ers who share rare preferences (Vélez et al., 2019),
so an Al that personalizes its language to users
would likely be preferred to one that uses standard-
ized language. Personalization could improve other
kinds of communication too, like explanations—
e.g., adapting feedback to a particular student’s
idiosyncratic knowledge (cf. Wang et al., 2017).
Our approach enables such adaptation through in-
teraction, without explicit language supervision.

Towards Dixit Finally, while our experimental
setup is inspired by Dixit game, we only make the
first steps towards a model that can play the full ver-
sion of Dixit effectively with humans—something
that is an appropriate grand challenge for Al, as
Kunda and Rabkina (2020) suggest. We highlight
some of the next steps below.

The present work focuses on perceptual differ-
ences, while human play often relies on differences
in conceptual knowledge. Finetuning listeners on
different datasets (e.g., scenes from Harry Potter
movies as in Figure 1a) might allow such concep-
tual differences to emerge. A challenge would be
using datasets where this conceptual difference is
relevant (Dixit achieves this with abstract images).
This could potentially be overcome by generating
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synthetic data using modern text-to-image models
(e.g. Ramesh et al. (2022)). Given the robustness
to different listener pairs already exhibited, we be-
lieve this is a promising future direction. Moreover,
human players adapt their language from a few in-
teractions, while our speaker trains for thousands
of iterations. One way to overcome this limitation
would be to combine our work with concurrent
progress in visual language models. Alayrac et al.
(2022) introduce a model, Flamingo, which can
rapidly adapt to different visual language tasks in
a few-shot setting. Using such a high-quality base
model as the speaker might enable reward-driven
adaptation from just a few interactions.

We hope that this work will inspire further re-
search on settings like Dixit, and help to enhance
the capabilities of grounded language models and
communicative agents more broadly.

Limitations

We want to reiterate important limitations with the
work in its present form. We only considered set-
tings with two listeners (for ease of quantitative
assessment); additional challenges may be present
when extending to three or more listeners, which
may be necessary to express more complex objec-
tives. In addition, the current work assumes that
listeners exist that differ along the axis of desired
specialization; finding such listeners might be chal-
lenging. Furthermore, despite the overall preserva-
tion of language, we qualitatively observed some
degradation in some runs. Introducing a weighted
KL-divergence loss term to the pretrained caption-
ing model likelihood (cf. Lazaridou et al., 2020)
might further improve specialized language quality.
Alternative sampling methods (cf. Chaudhary et al.,
2022), such as typical decoding (Meister et al.,
2022), may also improve generated language qual-
ity. Finally, our paper does not directly place the
agent in interactions with humans, or compare to
how humans adapt their language in similar tasks.
Further work could include human experiments to
get a better sense of language quality and relevance
of generated captions and/or identify differences in
human and agent language adaptation.

Ethical considerations

As discussed above, applications for this work
would train speakers using differences between
listener models with different weights or even ar-
chitectures. A potential risk of adapting speakers

via this approach is that the speaker might pick
up biases that one listener has that are not part of
the intended specialization—an undesirable qual-
ity. As suggested above, one possible approach to
mitigating this would be to explicitly include bi-
ased listeners, but always penalize the speaker for
the biased listeners’ accuracy. Another approach
could be debiasing the underlying (frozen) lan-
guage model (Schick et al., 2021; Meade et al.,
2022), as the speaker’s propensity for producing
offensive language is inherited from this underly-
ing model. Long-term, we believe that strategies
like those detailed by Weidinger et al. (2021) will
be necessary to mitigate risks of large language
models (and models such as ours that utilize them).
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A Speaker Model Details

We provide further detail on our speaker model
architecture.

The pretrained-and-frozen CLIP visual encoder
takes in images of dimension 224 x 224 x 3, which
we denote x. We take the pre-spatial-pool output
from the model, which has dimensions 16 x 16 X
768, and flatten this (across spatial dimensions) to
an output E(x), with dimension 256 x 768. For
the specific encoder model, we experimented with
a few (pretrained) options (see Appendix B.1).

The attention-based (QKV) adapter takes in this
visual embedding and transforms it into n token em-
beddings that can be used as a prefix to prompt the
language model. The trainable parameters of this
layer are () (of dimension n x d), Wi (of dimen-
sion 768 x d), and Wy, (of dimension 768 x 2048).
The weights W, Wy, are used to compute K =
E(x)Wg,V = E(x)Wy. The fixed queries are
then used to attend to these input-dependent keys
and values. The output of the adapter layer is
thus A(z) = softmaxz(QK " /v/d)V (of dimen-
sion n X 2048).

We feed in A(z) as n prefix embeddings of di-
mension 2048 to a pretrained-and-frozen causal
Transformer to generate up to 32 tokens (with early
termination if the EOS token is produced). We
follow the recommended architecture parameters
presented in Hoffmann et al. (2022) for a 1.4B
parameter model: our transformer has 24 layers,
model dimensionality of 2048, and 16 heads. We
use a SentencePiece tokenizer with a vocabulary
size of 32000 (Kudo and Richardson, 2018).

B Training details

In this section, we provide training details, hyperpa-
rameter search details, and the hyperparameters we
used for our final results. All models were imple-
mented in Python using JAX (Bradbury et al., 2018)
and Haiku (Hennigan et al., 2020). Training was
distributed over 16 TPUs (v3), and all experiments
used a batch size of 128 (unless specified other-
wise). The optimizer for all experiments is Adam
(Kingma and Ba, 2015), with 81 = 0.9, 8o = 0.95.
We use ZeRO stage-one parameter sharding (Rajb-
handari et al., 2020).

B.1 Speaker model pretraining on captioning
data

We pre-trained our speaker model using supervised
cross-entropy loss (with teacher forcing (Williams

and Zipser, 1989)) on the Conceptual Captions
dataset (Sharma et al., 2018) which consists of
paired image-caption data.

Dataset images were augmented using random
crops. All experiments were run with a batch size
of 512 for 500000 steps. Training was distributed
over 16 TPUs (v3) in a data parallel fashion.

Hyperparameters we searched over were:

e Base CLIP model: We tried the smaller
CLIP ViT-B/32 and the larger CLIP ViT-L/14
model.

* Positional embeddings: We experimented
with adding an absolute positional embedding
to each of the 16 x 16 unpooled outputs from
the CLIP encoder.

* Learning rate: [le-4, 3e-4, le-3, 3e-3, le-2,
3e-2, le-1, 3e-1]

* Dimension of QKV adapter (d): [32, 64]

* Number of input tokens to frozen language
model (n): [8, 16, 32]

All hyperparameter selections were based on val-
idation loss on the Conceptual Captions validation
set. We found that the larger CLIP model, no ad-
ditional positional embeddings, a learning rate of
3e-2, d = 32, n = 32, worked best. In terms of the
biggest factors, using the larger CLIP model made
the biggest change, followed closely by learning
rate.

We froze the best model, and that same model
served as the starting point for all our experiments.

B.2 Choice to finetune just the adapter

We experimented with finetuning a visual encoder
from scratch (instead of using a pre-trained CLIP)
as done by Tsimpoukelli et al. (2021). However,
we found this approach to perform worse than our
adapter-only training (in terms of Conceptual Cap-
tions validation performance). The adapter has just
under 1.6M parameters, out of a total of 1.7B pa-
rameters, for a total of < 0.1% finetuned parameters.
We believe that finetuning such a small number
of weights prevents language degeneration, thus
enhancing the quality of generated captions. For
downstream experiments, we found a similar effect
— finetuning more than just the adapter parameters
led to more language drift. For this reason, we only
finetune the adapter in all experiments.
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B.3 Multi-listener, contrastive-reward
training

We used the hyperparameters detailed in Table 2 for
training our main models. These hyperparameters
were found by grid searches over learning rate ([3e-
5, 3e-4]), sampling temperature ([1,2]), nucleus
size ([0.8, 1]), and caption length penalty ([1e-5,
3e-5, le-4, 3e-4, 1e-3, 3e-3, le-2, 3e-2]). We found
that caption length penalty was crucial to tune to
make sure it didn’t dominate the reward at the start
of training.

All of our final training results are run on 5 dif-
ferent random seeds, from which 95% confidence
intervals are calculated and shown (in figures and
tables).

B.4 Single listener, contrastive-reward
training

For this baseline, we train the speaker to just maxi-
mize the binary accuracy of the single unperturbed
listener. We train in 3 settings: on cFMNIST, on
tcFMNIST, and on COCO. To make a fair compar-
ison, we performed a hyperparameter search for
each case (final hyperparameters shown in Table 3).
Specifically, we searched over learning rate ([3e-5,
3e-4]), nucleus size ([0.8, 1]), and caption length
penalty ([1e-5, 1e-4, 1e-3, 1le-2]). We also found
that early stopping and batch-based baseline sub-
traction (Williams, 1992) improved performance
(in terms of reward on unseen images), so we used
both of these techniques for all results reported.
On each setting, we trained 5 random seeds for up
to 25000 iterations on FMNIST and up to 40000
iterations on COCO, early stopped each one, and
computed evaluation metrics on those checkpoints.

B.S Multi listener, non-contrastive-reward
training

For this baseline, we train the speaker to just maxi-
mize the difference in the ALIGN match scores that
listeners assign to the cued image. In this setup,
the listeners only need the caption and cued im-
age, which is why we call it non-contrastive. We
train this baseline in all four settings that we train
our main (multi-listener, contrastive-reward) model
in. We perform hyperparameter over nucleus size
([0.8, 1]) and caption length penalty ([1e-7, 1e-6,
3e-6, le-5, 3e-5, le-4, 3e-4, 1e-3]), with optimal
hyperparameters reported in Table 4.

C Dataset details

To construct the cFMNIST dataset, we convert FM-
NIST images to HSV. Since the images are origi-
nally grayscale, the saturation is always 0. We set
the saturation to 1, and set the hue to one of the 8
colors shown in Table 5. Then, we convert back
to RGB images and resize to spatial dimensions
224 x 224 using cubic upsampling (Keys, 1981),
then clip all values to the range [0,1].

For tcFMNIST, we randomly place a cFMNIST
image in the bottom left and in the top-right of
the image. This choice of tiling (as opposed to
top-left, bottom-right, or some other combination)
was chosen to avoid an inherent bias towards cuing
for the top-left object that we observed in our base
captioning model.

For the test set, we construct a fixed test set
to use for equal comparison across all conditions.
For contrastive-reward experiments, we also fix the
distractors during test time for consistency.

We normalize all images according to the nor-
malization that was originally used for the off-
the-shelf image encoders we use (for consistency).
Specifically, for inputs to the speaker, which pass
through CLIP’s vision encoder, the normalization
mean and standard deviation values are (0.481,
0.458, 0.408) and (0.269, 0.261, 0.278), respec-
tively. For inputs to the listeners, which pass
through ALIGN’s vision encoder, the normaliza-
tion mean and standard deviation values are (0.485,
0.456, 0.406) and (0.229, 0.224, 0.225), respec-
tively.

C.1 Licenses

We use FMNIST under the MIT license, COCO
under the creative commons 4.0 attribution license,
and Conceptual Captions under its ad-hoc license
(for which we thank Google LLC). We also ac-
knowledge that images in Figure 1 are taken from
the Dixit game (Roubira, 2008) and icons are used
under the Flaticon license (for which we thank
Flaticon.com). We make use of the GPT3 (Brown
et al., 2020) beta (for quantification of structural
drift, see Appendix E) under the Apache License.

To our knowledge, we use these resources in
agreement with their licenses.

C.2 Dataset Splits

We use standard splits for all datasets from tensor-
flow datasets (Abadi et al., 2015). For FMNIST-
based datasets, this means 60000 train images that
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FMNIST COCO
Parameter Crop Blur Grayscale COCO Grayscale
Learning rate 3e-4 3e4 3e-4 3e-4
Sampling temperature 1 1 1 1
Nucleus Size 0.8 0.8 1 1
Caption length penalty (\) 3e-3  3e-3 3e-3 3e-4

Table 2: Hyperparameters for the main setting (multi-listener, contrastive-reward).

Parameter cFMNIST tcFMNIST COCO
Learning rate 3e-4 3e-4 3e-4
Sampling temperature 1 1 1
Nucleus Size 0.8 0.8 1
Caption length penalty (\) le-5 le-5 le-5

Table 3: Hyperparameters for the single listener, contrastive-reward baseline.

are used to procedurally generate cFMNIST and
tcFMNIST train sets, and 10000 test images that
are used to generate the test sets.

D Evaluation metric details

We have two types of metrics: color metrics and
keyword metrics. Color metrics apply on both
FMNIST-based datasets and COCO, while key-
word metrics are only used on FMNIST-based
dataset (where we know exactly where and what
the objects are by construction). We want our met-
rics to be able to diagnose language specialization,
and also check that the captions are still grounded
(we’ll refer to this as “image relevance” of cap-
tions).

D.1 Color metrics

All color metrics utilize the following set of 16
colors:

red, orange, yellow, green,
blue, indigo, violet, purple,
cyan, magenta, pink, brown,
black, white, gray, grey

For measuring language specialization to colors,
we define color prevalence: the fraction of captions
at test time containing at least one word from the
above list.

For measuring image relevance, we use a proxy
metric as its often hard to define what it means for
a color to be correct (e.g., if an image is “cyan”
and the model says “blue and white”). The proxy
metric we use is color diversity. To compute color
diversity we calculated TF-IDF vectors for each

caption using only the color terms above. Then,
we calculated the trace of the covariance matrix
(which has dimension 16 x 16) of these vectors.
This metric has the desirable property where if a
color appears in nearly all captions, it will be scaled
down by the IDF term and so will its contribution
to the trace of the covariance matrix.

We found this to be a good proxy metric as loss
of image relevance in color specialization cases cor-
responding to the model choosing just a few colors
(often just one) and using them to describe all im-
ages. To not confound our main results, we qualita-
tively looked at how well this metric corresponded
to loss of image relevance on the many language
prompts detailed in Appendix G. We found that
color diversity was a noisy, but useful, metric for
determining image relevance of these prompts. For
example, a simpler metric like checking the num-
ber of unique captions the model uses fails since,
given some language prompts, the speaker would
produce long strings of colors, often in slightly dif-
ferent orders (e.g. “color: green, black, white, blue,
red ...” vs. “color: red, black, white, blue, green
...”). Furthermore, we note that color diversity is
not a perfect metric, so subtle differences (on the
order of £ 0.005) should not be considered sig-
nificant. We mainly use color diversity to classify
runs where image relevance was completely lost
(color diversity going to 0), or image relevance was
retained (color diversity staying near that of the
best language prompts and above that at the start
of training).
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FMNIST COCO
Parameter Crop Blur Grayscale COCO Grayscale
Learning rate 3e-4 3e4 3e-4 3e-4
Sampling temperature 1 1 1 1
Nucleus Size 0.8 0.8 0.8 0.8
Caption length penalty (\) 3e-6 3e-6 3e-6 3e-4

Table 4: Hyperparameters for the multi-listener, non-contrastive-reward baseline.

Color: Red Orange Yellow Green Cyan Blue Purple Pink
Hue: O 30 60 120 180 240 270 300
* 360 360 360 360 360 360 360 360

Table 5: Color and Hues for cFMNIST.

D.2 Keyword metrics

For measuring language specialization to objects,
we define FMNIST keyword prevalence: the frac-
tion of captions at test time containing at least one
FMNIST related keyword.

To measure image relevance, we utilize the
ground-truth labels from FMNIST, supplemented
with synonyms. Specifically, we measure object
prevalence: the fraction of captions at test time
that contain at least one keyword corresponding
to the ground truth label of the object in, the im-
age according to Table 6. We found that allowing
synonyms was essential, as the captioning model
heavily prefers some clothing words over others
(e.g., sandals are almost always just called shoes
by the model). For tcFMNIST, we similarly define
bottom-left object prevalence and top-right object
prevalence to measure what fraction of captions
refer to each region of the image.

E Language drift quantification

Prior work in emergent communication (Lazari-
dou et al., 2020) establishes three types of lan-
guage drift that may occur when adapting language
from rewards, without direct supervision: struc-
tural drift (how “language-like” are captions), se-
mantic drift (how “image-relevant” are captions),
and pragmatic drift (how “human-interpretable” are
captions). While the focus of our work is on lan-
guage specialization, it is important to investigate
to what extent our approach is resulting in language
drift.

For semantic and pragmatic drift, we note that
our main metrics (see Section 3.4 and Appendix
D) measure human interpretability as well as im-
age relevance. For example, our object metrics

measure whether the model is referring to objects
using the category name or valid synonyms, and
our color diversity metric is able to differentiate
settings with notable semantic drift (e.g., the non-
contrastive baseline, see Section 4.4.2) from set-
tings without notable semantic drift (e.g., our main
results, see Figures 3 and 4). Our method preserves
these metrics, presumably since the grounded task
with frozen listeners, as well as the frozen compo-
nents of the speaker, provide strong constraints on
what language the speaker can use.

However, our main metrics do not adequately
address the issue of structural drift. To measure
how “language-like” our captions are, we therefore
follow the approach of Lazaridou et al. (2020) and
evaluate the log-likelihood assigned to generated
captions by an independent, pretrained language
model (LM). Specifically, we use OpenAl’s Ada
model, made available online through the GPT3
beta (Brown et al., 2020). For comparison, we
also show LM log-likelihoods for the ground truth
human captions (for cFMNIST, we procedurally
generate these—e.g., “red pullover”), the LM likeli-
hoods for the “best prompt” (see Appendix G), and
the LM likelihoods for captions from the speaker
before specialization training (the base speaker pre-
trained on captioning only). For reference, the
“best” language prompts were chosen to maximize
task-relevant metrics (see third column in Tables
13-16) except for the (cFMNIST, Grayscale) case
where we use the third best (as the top two prefixes
have very low color diversity—see discussion in
Section 4.4.3). Results are shown in Table 7.

Surprisingly, we see that in most of our runs,
average caption likelihoods seem to increase as
the speaker specializes. It appears that this effect
may be driven by the length penalty—over training,
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Label Category name Added synonyms
0 t-shirt top, t-shirts, shirt, shirts
1 trouser trousers, pants
2 pullover sweater, hoodie, sweaters, hoodies
3 dress dresses
4 coat coats, jacket, jackets
5 sandal high heels, heels, shoe, shoes
6 shirt shirts
7 sneaker sneakers, shoe, shoes, running shoe
8 bag purse, backpack, bags, purses
9 ankle boot boot, shoe, shoes, boots

Table 6: FMNIST keyword sets. We refer to the set of all words in this table as FMNIST related keywords.

tcFMNIST, Crop

cFMNIST, Blur

cFMNIST, Grayscale COCO, Grayscale

Ground truth -32.77
“Best” language prompt -36.61
Start of training -33.33
End of training -17.41

-15.20
-44.61
-28.64
-19.01

-15.20 -46.26
-24.59 -29.49
-28.64 -28.44

-9.26 -29.49

Table 7: Average language model full-caption log-likelihoods for ground truth, start-of-training, and end-of-training

captions on test images.

the speaker produces shorter captions, which have
higher likelihoods since they have fewer tokens.
Qualitatively, we find that language drift can be
fairly variable across different random seeds. For
example, the COCO average is worse after training
largely due to a single run, in which long repeated
captions emerged (which have lower likelihoods
than their un-repeated counterparts).

To evaluate this further, we computed the per-
token likelihoods (Table 8). While these do show
some decrease in likelihood in some cases, the cap-
tions at the end of training are generally of compa-
rable likelihood to the ground truth. In this instance,
we notice that the one COCO seed in which the cap-
tions repeated actually exhibits greater per-token
likelihood—after a few repeats, the LM starts to es-
timate further repeats to be very likely. This could
potentially be a concern for using LM likelihoods
as a metric for structural drift more broadly (cf.
Lee et al., 2019). However, in most runs our length
penalty prevents repetitions or long captions, as
noted above.

In summary, these results indicate that language
has not drifted far in most conditions and for most
random seeds. We attribute this to some of the same
factors that help prevent other types of language
drift: finetuning a small part of our speaker (just the
adapter), keeping the listener models frozen (thus

avoiding co-adaptation), using a length penalty (see
above discussion), and using contrastive reward
(crucial for combating semantic drift, see Section
4.4.2). If necessary, language drift could potentially
be reduced further by using a KL-divergence loss to
the distribution of outputs from the base captioning
model (as done by Lazaridou et al. (2020)).

F Full ablation results

In this section we show the full quantitative abla-
tion results, in Tables 9, 10, 11, and 12.
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tcFMNIST, Crop cFMNIST, Blur cFMNIST, Grayscale COCO, Grayscale

Ground truth -5.823 -7.666 -7.666 -4.772
“Best” language prompt -4.680 -4.371 -4.076 -4.051
Start of training -4.160 -4.127 -4.127 -4.463
End of training -7.143 -8.383 -4.234 -2.509

Table 8: Average language model per-token log-likelihoods for ground truth, start-of-training, and end-of-training
captions on test images.

Bottom-left object Top-right object
prevalence prevalence

No training 0.290 0.312
Single listener  0.475 £+ 0.024 0.473 £ 0.020
Non-contrastive  0.360 £ 0.005 0.120 +0.011
Full training 0.602 + 0.066 0.135 £ 0.017

Condition

Table 9: Metrics (with 95% CI) for ablations on the tcFMNIST dataset and the (identity, crop) pair of listener
transformations. Both non-contrastive and full training lead to decreased use of top-right keyword, but only full
training accurately specializes to using the bottom-left keyword.

- FMNIST Object Color Color

Condition keyword N
prevalence prevalence prevalence diversity

No training 0.644 0.442 0.556 0.014

Single listener ~ 0.754 £0.020  0.564 £0.013  0.953 £0.022  0.016 £ 0.000
Non-contrastive 0.997 £0.004 0.710+0.086 0.606 =0.833 0.000 + 0.000
Full training 0.600 £0.044 0.418£0.038 0.004+0.008 0.001 £ 0.002

Table 10: Relevant metrics (with 95% CI) for various ablations on the cFMNIST dataset and the (identity, blur)
pair of listener transformations. Non-contrastive rewards perform better than contrastive rewards in this setting, as
evidenced by increased use of correct keywords, and decreased use of meaningful colors (diversity of colors goes to
0).

. Color Color FMNIST Object
Condition N keyword
prevalence diversity prevalence
prevalence
No training 0.556 0.014 0.644 0.442

Single listener 0.953+£0.022 0.016 =0.000 0.754 4 0.020 0.564 +0.013
Non-contrastive  1.000 £ 0.000 0.005 £ 0.003 0.000 4 0.000 0.000 £ 0.000
Full training 1.000 +£0.000 0.0154+0.002 0.000=+0.000 0.000+0.000

Table 11: Relevant metrics (with 95% CI) for various ablations on the cFMNIST dataset and the (identity, grayscale)
pair of listener transformations. Full training performs best as color prevalence and diversity increase, while keyword
prevalence decreases to 0.
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Color prevalence  Color diversity

No training 0.027 0.022
Single listener 0.102 £ 0.080 0.030 £ 0.007
Non-contrastive  0.932 + 0.256 0.018 £0.005
Full training 0.988 +£0.023 0.033 + 0.027

Table 12: Relevant metrics (with 95% CI) for various ablations on the COCO dataset and the (identity, grayscale)
pair of listener transformations. Full training performs best as it has highest color prevalence and diversity.
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G Extended results on caption prefixes

In Tables 13-16, we show all caption prefixes we
experimented with, as well as the relevant metrics
for each. For each table, we sort prefixes from
worst (top of table) to best (bottom of table) based
on the most task-relevant keyword metric (third
column in each table). We added a column for
“Score difference” which is the average difference
in ALIGN match scores from each listener for the
cued image (it corresponds to the reward that is
seen in the non-contrastive reward baseline). Of
course, no training occurs, as the caption prefixes
just explore how well the speaker can do by just
explicit prompting. We also use _to indicate a
space at the end of the caption. For most prefixes,
we see a large difference between adding this space
and not adding it, which is just another testament
to how brittle prompt engineering can be.
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Caption prefix Accuracy Score Bottom-  Top- FMNIST

differ- differ- left right keyword
ence ence object object preva-
preva- preva- lence
lence lence
the bottom left of this picture is_, 0.0121 0.0061 0.0181 0.0193 0.0502
the bottom left of this image is_, 0.0052 0.0065 0.0241 0.0277 0.0794
in the bottom left of this image, there is_, 0.0512 0.0112 0.0663 0.0719 0.1688
bottom left of this image:_, 0.0155 0.0096 0.0711 0.0798 0.2604
the bottom left of this image shows_, 0.0338 0.0137 0.0993 0.1212 0.3179
bottom left: | 0.0418 0.0439 0.1154 0.1274 0.4156
in the bottom left of this image, there is  0.0681 0.0262 0.2711 0.2954 0.6176
the bottom left of this image is 0.1085 0.0293 0.3027 0.3193 0.8302
the bottom left of this picture is 0.1067 0.0365 0.3189 0.3420 0.8320
the bottom left of this image shows 0.1256 0.0515 0.3428 0.3342 0.6091
bottom left of this image: 0.1113 0.0340 0.3561 0.3772 0.7671
bottom left: 0.1093 0.0702 0.3597 0.3770 0.7886

Table 13: Various metrics for prompted generation of base captioning model on tcFMNIST. Accuracy and score
difference are calculated on the (unperturbed, crop) pair of listeners.

Caption prefix Accuracy Score Object FMNIST Color Color di-
differ- differ- preva- keyword preva- versity
ence ence lence preva- lence

lence
the clothing item in this image is_, 0.0174 0.0491 0.0685 0.1390 0.0801 0.0083
an image of an object: 0.0265 0.0060 0.0743 0.0981 0.0755 0.0103
a black and white image of _ 0.0493 -0.0071 0.1065 0.1439 1.0000 0.0044
the item in this image is_, 0.0335 0.0254 0.1147 0.1493 0.0532 0.0083
the object in this image is_, 0.0361 -0.0008 0.1321 0.1664 0.0791 0.0104
item:_, 0.0280 0.0433 0.1627 0.2210 0.3257 0.0131
object: | 0.0558 -0.0017 0.2274 0.3169 0.3764 0.0141
a picture of_, 0.0664 0.0044 0.2350 0.3213 0.4122 0.0155
an image of 0.0824 0.0103 0.2646 0.3684 0.4778 0.0157
a black and white image of 0.1170 0.0362 0.3895 0.5977 1.0000 0.0050
the item in this image is 0.0988 0.0449 0.4014 0.5656 0.3498 0.0136
a picture of 0.0997 0.0518 0.4363 0.6556 0.4765 0.0165
an image of 0.1059 0.0466 0.4428 0.6638 0.5181 0.0163
the object in this image is 0.0885 0.0285 0.4438 0.6146 0.4448 0.0155
an image of an object: 0.0967 0.0363 0.4523 0.6343 0.4434 0.0156
object: 0.1183 0.0018 0.4545 0.6533 0.5643 0.0143
item: 0.1015 0.0528 0.4620 0.6731 0.5747 0.0134

the clothing item in this image is  0.1086 0.0546 0.4692 0.8643 0.5157 0.0142

Table 14: Various metrics for prompted generation of base captioning model on cFMNIST. Accuracy and score
difference are calculated on the (unperturbed, blur) pair of listeners.
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Caption prefix Accuracy Score Color Color di- Object FMNIST

differ- differ- preva- versity preva- keyword
ence ence lence lence preva-
lence
color color color:_, 0.0180 0.0264 0.1421 0.0055 0.0330 0.0433

the colors in this image are_,  0.0139 0.0341 0.1697 0.0082 0.0040 0.0045
a picture with the color,, 0.0584 0.0410 0.2206 0.0139 0.2622 0.3536

a picture with the color 0.0851 0.0507 0.2745 0.0144 0.3423 0.4613

a picture with color_, 0.0347 0.0395 0.2891 0.0141 0.1583 0.2319
color:_, 0.0507 0.0320 0.3000 0.0060 0.0387 0.0501

the color of this image is_, ~ 0.0318 0.0341 0.3648 0.0145 0.0058 0.0064
an image with the color_, ~ 0.0782 0.0302 0.3862 0.0153 0.2468 0.3197
an image with the color 0.0952 0.0553 0.3905 0.0153 0.2743 0.3579
an image with color,_, 0.0268 0.0308 0.4225 0.0136 0.1661 0.2413
the colors in this image are  0.0587 0.0511 0.4336 0.0063 0.0490 0.0547

a picture with color 0.0452 0.0398 0.4396 0.0111 0.1848 0.2455
colors in image:_, 0.0097 0.0397 0.5018 0.0020 0.0002 0.0004
color color color: 0.0764 0.0572 0.5512 0.0033 0.1996 0.2535

an image colored, 0.0919 0.0426 0.5901 0.0123 0.1259 0.1593

an image with color 0.0504 0.0410 0.6026 0.0112 0.1863 0.2555
an image colored 0.1303 0.0631 0.8600 0.0101 0.0200 0.0271

the color of this image is 0.1735 0.0667 0.9010 0.0198 0.0002 0.0002
color: 0.1180 0.0583 0.9705 0.0040 0.1110 0.1354
colors in image: 0.0477 0.0428 0.9994 0.0012 0.0000 0.0000

Table 15: Various metrics for prompted generation of base captioning model on cFMNIST. Accuracy and score
difference are calculated on the (identity, grayscale) pair of listeners. For reference, the color diversity of the fully
specialized speaker in this case is 0.015, which is on par with the best color diversity values across prompts.
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Caption prefix Accuracy difference  Score difference Color prevalence Color diversity

an image colored 0.0016 0.0253 0.0109 0.0110

a picture with the color 0.0055 0.0136 0.0117 0.0144

a picture with color_, -0.0039 0.0023 0.0172 0.0155
the color of this image is,_, -0.0094 -0.0071 0.0195 0.0180
color color color:_, -0.0086 0.0045 0.0219 0.0172

an image colored,_, -0.0195 0.0166 0.0242 0.0190

an image with color_, -0.0141 -0.0010 0.0242 0.0182
the colors in this image are -0.0008 0.0131 0.0312 0.0171
colors in image:,_, -0.0055 -0.0023 0.0344 0.0128

an image with the color 0.0000 0.0115 0.0375 0.0221
a picture with the color_, 0.0031 0.0040 0.0383 0.0223
color:_, 0.0078 0.0079 0.0508 0.0224

an image with the color_, 0.0055 -0.0021 0.0586 0.0261
color color color: -0.0016 0.0071 0.0906 0.0278

a picture with color -0.0016 0.0053 0.0914 0.0165
the colors in this image are,_, -0.0156 0.0091 0.1172 0.0317
the color of this image is -0.0102 0.0012 0.1352 0.0362
an image with color 0.0008 0.0029 0.1477 0.0167
colors in image: 0.0188 0.0052 0.3352 0.0179
color: 0.0125 0.0047 0.5406 0.0304

Table 16: Various metrics for prompted generation of base captioning model on COCO. Accuracy and score
difference are calculated on the (identity, grayscale) pair of listeners. For reference, the color diversity of the fully
specialized speaker in this case is 0.033, which is on par with the best color diversity values across prompts.
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H Sample hands across experimental
conditions

In this section we present representative Dixit
hands with the corresponding captions produced
by the specialized speaker (after training) in our
four main conditions, along with the corresponding
distractors, listener match scores and rewards. We
chose the speaker seed which achieved the high-
est overall score in that condition (though results
were generally comparable across seeds), and to
avoid cherry-picking examples we show the first
four evaluation hands (from our randomly ordered
evaluation) that contained a distinct target object
(for example, in the crop condition, the first four
that had a distinct object category in the bottom
left).

We present samples for the different transforma-
tion conditions in Figures 6-9. Overall, the speaker
adapts to the target difference between the listen-
ers, and exhibits relatively mild language drift—
the utterances generally stay grounded and human-
interpretable, but in some cases exhibit some repe-
tition or odd grammar. Some potential methods for
further reducing these issues are noted above.

Below-chance performance for the grayscale
listener: In Figure 4c, the grayscale listener
achieves below-chance performance. We note from
the samples (Figure 8) that the speaker sometimes
uses the word “background” in addition to using

a color. This noun is not informative (so does not
notably hurt the listener that can see color), but
we speculate that it may throw off the second lis-
tener as some images have more background than
others (e.g. a grayscale image of a high heel has
more black than a grayscale image of a jacket).
Note that the speaker does not see the distractors,
so it can’t purposefully consider the distractors to
exploit this effect. This effect appears to be an ar-
tifact of the particular dataset we used, but does
illustrate another intriguing way the speaker can
exploit differences between listeners.
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1 22 38

idx: 0
L‘*‘;“’ 0.17074655 0.19805801 0.05801037 0.060537737
“5‘19”5' 0.09845241 0.0371554 0.053720675 0.100063615

Human answers: red trouser and cyan ankle boot
Model answer: a pair of boots
Model raw answer: a pair of boots

Reward: 0.0

idx: 2 83 1 44
L'S‘D?”E' 0.18275425 011489111 009569048 0066219226
“S‘ﬁ”” 0.07743783 0.015351542 0.08295242 0.03236021

Human answers: green sneaker and pink tshirt
Model answer: a t shirt

Model raw answer: a t - shirt

Reward: 1.0
. :
idx 5 10 104 124
L“‘De“e’ 0.18787107 0.09847662 0.09847906 0.15232804
L‘S‘ﬁ”e’ 0.067900255 0.0799696 0.07212607 0.04338998

Human answers: pink tshirt and purple pullover
Model answer: a sweater

Model raw answer: a sweater

Reward: 1.0
idx: 8 120 44 28

L‘E‘S?"S' 0.0941813 0053985488 0.04671259 0.017789248

L‘Stf"e’ 0.06341467 0.04782959 0.020819351 0.015794737

Human answers: blue sneaker and green sandal
Model answer: a boat
Model raw answer: a boat

Reward: 0.0

idx: 9 58 79 25
L‘S‘s":”e' 0.15588474 0084171094 0.09770149 0046457417
“S‘ﬁ”e' 005716432 0.06388364 004663443 -0.007204691

Human answers: yellow pullover and green dress
Model answer: a red dress
Model raw answer: a red dress

Reward: 1.0

Figure 6: Speaker samples and listener results on tcFMNIST, after the speaker has specialized to the second listener
having the crop transformation. The language generally specifies the bottom left object, with a grounding failure in

the second-to-last case (or perhaps a reference to boat sandals?).
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idx: 0 1

L‘s‘g’_”e’ 0.23596007 0.092971906 0100117944 0.09206205

L‘S‘ﬁ”e’ 008432734 0.06270674 0.08633807 0.088054974

Human answers: red trouser

y
y/
4 L_'
36 88 86

Model answer: a jeans.
Model raw answer: a jeans

Reward: 1.0

idx: 1
L\s\g‘ner 0.15651584 0.06549272 0025484744 0.057346113
Us‘f_”” 0031021954 0.037125766 0041744716 0.04599671

Human answers: cyan ankle boot
Model answer: a pair of sandals
Model raw answer: a pair of sandals

Reward: 1.0

idx 2 83 1 44
L‘Stl)‘?“s' 012716034 0.04767417 0.04322685 0.072259
L‘S‘ﬁ”e' 0.01679665 0.00828971 -0.00082306995 0.03381651

Human answers: orange coat
Model answer: a man s hooded hooded hooded hooded hooded hooded

Model raw answer: a man 's hooded hooded hooded hooded hooded hooded

idx 4 g 97 95
L‘s‘g”” 0.19682448 0043157794 0.1453603 0.07618693
U“f”” 0027312862 0022492867 0.047557253 0.04619919

Human answers: green sneaker
Model answer: a pair of sneakers
Model raw answer: a pair of sneakers

Reward: 1.0

idx: 5 10 104 124
“S‘g”” 0081165716 0.07948837 0.10108026 0.09919922
us‘f”s’ 0.11145205 0.10159122 0.11682075 0.11153849

Human answers: pink tshirt
Model answer: a
Model raw answer: a

Reward: 0.0

Figure 7: Speaker samples and listener results on cFMNIST, after the speaker has specialized to the second listener
having the blur transformation. The speaker generally ignores colors and names the object as intended, but with

moderate language degradation in some cases.
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0 22 38

idx:
“5‘5”” 0.05550061 0.08910918 0044194832 007974771
“5‘5”” 0.001818886 0.024463251 0026010178 0.03567075

Human answers: red trouser
Model answer: red background background
Model raw answer: red background background

.
"
36 88 86

Reward: 0.0

idx: 1
usﬁ”e’ 0.12781022 0.06427704 0.124915205 0.111041054
us‘f,”e' 0.022084913 0.012619328 0.02958836 0.023593616

Human answers: cyan ankle boot
Model answer: blue background background
Model raw answer: blue backgreund background

Reward: 1.0

idx: 2 83 1 44
“5‘;”5’ 0.15007888 01004819 0.09055461 015427919
U“f”e' 0.048747994 0.06366241 0.075486906 0.03799515

Human answers: orange coat
Model answer: orange
Model raw answer: orange

Reward: 0.0

idx 4 9 97 95
““5?”” 0.19407114 007518807 0.13653138 0.11792762
““ﬁ”” 0.08084617 0.06049176 0.042564806 0.076178454

Human answers: green sneaker
Model answer: green
Model raw answer: green

Reward: 0.0

idx: 5 10 104 124
L‘s‘;”” 0.14448525 012333569 0.11772436 0.12872073
Listener 0052363355 0.08760748 007674726 005004202

b X . X X

Human answers: pink tshirt
Model answer: purple
Model raw answer: purple

Reward: 1.0

Figure 8: Speaker samples and listener results on cFMNIST, after the speaker has specialized to the second listener
having the grayscale transformation. The speaker consistently names the correct color, though it occasionally also

repeats “background”.
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idx:
US‘O","E’ 0.1052662 0.108844504 007316101 0.07908828

Us‘f,"e’ 0.048668966 0.09375272 0.08230359 0.06258201

Human answers: a little girl blowing out the candles of a cake
Model answer: a green and yellow
Model raw answer: a green and yellow

Reward: 0.0

idx: 83 44
“5‘0“:"9' 007843044 0.08127726 005791148 0.01863715
Listener 0.06394379 0047771916 0.06739803 0.009439012

1
Human answers: a couple of people playing frisbee in the grass
Model answer: a yellow and blue
Model raw answer: a yellow and blue

Reward: 0.0

idx: 3 46 ) 106 15
L‘S‘O“:"e’ 0109518334 010229686 0.05528759 009123862
Listener 00496411 0058394182 0035775468 0.06732805

Human answers: a group of carrots sit in a glass dish
Model answer: and a green and orange
Model raw answer: and a green and orange

Reward: 1.0

idx:
”5{)‘{"“ 012792076 0.07451132 0.11632619 007141866

Listener 0.102080956 0.08380446 009352411 0036006935

Human answers: a plate has oranges and a chocolate donut
Model answer: a orange and orange and
Model raw answer: a orange and orange and

Reward: 0.0

dx 5 104
L'St)e,"e' 0.1442009 0.054316 0.087603346 0.08292449
Us'f,"e' 010273714 0.065642186 0.07445846 0.07386769

Human answers: a man that is standing near a bike
Model answer: a red and white
Model raw answer: a red and white

Reward: 0.0

Figure 9: Speaker samples and listener results on COCO, after the speaker has specialized (on COCO) to the second
listener having the grayscale transformation. The speaker generally names one or two plausible colors for the
images; but these are less discriminative in COCO than in the above results. There is also some minor language

degradation in some cases (e.g. “and” at the end of a caption).
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