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Abstract

A major open problem in neural machine trans-
lation (NMT) is the translation of idiomatic ex-
pressions, such as “under the weather”. The
meaning of these expressions is not composed
by the meaning of their constituent words, and
NMT models tend to translate them literally
(i.e., word-by-word), which leads to confusing
and nonsensical translations. Research on id-
ioms in NMT is limited and obstructed by the
absence of automatic methods for quantifying
these errors. In this work, first, we propose a
novel metric for automatically measuring the
frequency of literal translation errors without
human involvement. Equipped with this metric,
we present controlled translation experiments
with models trained in different conditions
(with/without the test-set idioms) and across
a wide range of (global and targeted) metrics
and test sets. We explore the role of monolin-
gual pretraining and find that it yields substan-
tial fargeted improvements, even without ob-
serving any translation examples of the test-set
idioms. In our analysis, we probe the role of
idiom context. We find that the randomly ini-
tialized models are more local or “myopic” as
they are relatively unaffected by variations of
the idiom context, unlike the pretrained ones.

1 Introduction

Neural machine translation (NMT; Sutskever et al.
2014; Bahdanau et al. 2015; Vaswani et al. 2017)
struggles with the translation of rare multi-word
expressions (MWE) (Koehn and Knowles, 2017).
Non-compositional phrases, such as idioms (e.g.,
“piece of cake”), are one of the most challenging
types of MWEs, because their meaning is figura-
tive and cannot be derived from the meaning of
their constituents (Nunberg et al., 1994; Liu, 2017).
NMT models tend to translate these expressions
literally (i.e., word-by-word), which leads to erro-
neous translations. In this paper, our focus is on the
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translation of idiomatic expressions, in contrast to
most prior work, which is subsumed under MWEs
in general (Constant et al., 2017; Cook et al., 2021).

The absence of fargeted and automatic evalua-
tion is a major obstacle to advances in idiom transla-
tion. Global metrics, such as BLEU (Papineni et al.,
2002) consider the full translation, and thus, the ef-
fects of idiom translation are overshadowed. Previ-
ous efforts on targeted evaluation isolate the idiom
translation using word alignments (Fadaee et al.,
2018) or word edit distance (Zaninello and Birch,
2020). These approaches measure the accuracy of
idiom translation but do not account for literal trans-
lation errors. Shao et al. (2018) proposed a method
for estimating the frequency of such errors, but
it requires the creation of language-specific hand-
crafted lists (i.e., blocklists) with words that corre-
spond to literal translation errors.

In this work!, we present a study of idioms in
NMT, with the goal of facilitating future research in
this direction. First, we propose a novel metric for
the automatic evaluation of literal translation errors
(LitTER), that does not require any hand-crafted
blocklists. We incorporate LitTER, which com-
plements alignment-based metrics (Fadaee et al.,
2018) into a unified targeted evaluation framework.

Next, we present translation experiments in a
controlled setting, by using different training splits
to test models under different conditions (e.g., zero-
shot). To improve idiom translation we leverage
monolingual data, which are more abundant than
parallel and contain idioms in higher frequencies
and more diverse contexts. We exploit mono-
lingual data via pretraining (mBART; Liu et al.
2020), which is a generic and task-agnostic ap-
proach, unlike prior work that considers ad-hoc so-
lutions (Fadaee et al., 2018; Zaninello and Birch,
2020). We find that monolingual pretraining yields
strong targeted gains, even when models have not
seen any translation examples of the test idioms.

!Code and data in github.com/amazon-research/idiom-mt
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We also present an extensive analysis of how dif-
ferent models translate idioms. Specifically, we
use a series of probing methods that encode id-
ioms within different contexts (Garcia et al., 2021;
Yu and Ettinger, 2020), and measure how this af-
fects the translation outputs and the decoder dis-
tributions. We find that the randomly initialized
models are more “myopic” compared to the pre-
trained ones, as they are relatively unaffected when
we vary the idiom context. Our contributions are:

1. We propose LitTER (§2.1), a novel metric for
measuring the frequency of literal translation
errors, and embed it into a framework (§2)
for automatic and targeted evaluation of idiom
translation, complementing prior work.

2. We present translation results (§3.3) in a con-
trolled setting and across a wide range of met-
rics. We find that pre-training on monolingual
data yields substantial targeted improvements.

3. We present an extensive analysis (§4) with a se-
ries of probes, showing how context affects id-
iom translation. We find that models are more
uncertain when translating idioms and that pre-
training makes models more contextual.

2 Automatic Targeted Evaluation

2.1 Literal Translation Error Rate (LitTER)

We propose literal translation error rate (LitTER),
a novel metric of the frequency of literal transla-
tion errors made by a model. A literal translation
error occurs if any of the words of a span in the
source sentence has been wrongly translated liter-
ally in the target language. Our metric is inspired
by the method of Shao et al. (2018) which iden-
tifies possible literal translation errors, by check-
ing if a translation output contains any blocklisted
words. While this method is effective at capturing
these errors, it relies on hand-crafted blocklists. We
overcome this limitation by automatically creating
word blocklists for a given expression.

Our method, is based on two key ideas. First,
we use bilingual word dictionaries?, which are rel-
atively easy to obtain, to translate the words of an
annotated source span into the target language, and
produce blocklists with candidate literal translation
errors. Then, we use the reference translations to
filter the blocklists by removing those words that
occur in the reference. This avoids triggering the
blocklist when the correct translation is literal.

’In this work we use the MUSE (Lample et al., 2018).

1. Create candidate errors

Blocklists
Q| "Ahmedabad got the first child- ;
v | friendly zebra crossing in the world."
dict(zebra) = ¢ppo — {teBpa}

dict(crossing) = népaopa, SlaBacn —» E{ng’pao‘ua, Suapaon}

2. Filter candidates

w | "To AXHevTapmdvT anéktnoe Ty
g Tpwtn LAtk TPOG Ta IaLdLd
étd[?aon ne{wv oToV KOopo."

{téBpa}

! {népaopa, StaBaon}

3. Check for errors

a | "To Ahmedabad nfipe Tnv mpwn
Z | b mpog ta maudLd ZEBpa
SuaBaon otov KOopo."

{teBpa}

Figure 1: Overview of the algorithm for the Literal
Translation Error Rate (LitTER). For each sentence, we
first produce candidate literal translation errors (block-
list), using all the word translations of the source idiom
words. Then, we filter the candidates in the blocklist
by looking at the reference. Finally, we check if the hy-
pothesis triggers the remaining words in the blocklist.

Algorithm

1. Select from the source text the list of words
s = (s1, 52, ...,8n) that belong to the anno-
tated expression (i.e., idiom).

2. For each word s;, obtain all its word transla-
tion(s) in the target language using a bilingual
word dictionary and add them to a blocklist
b; = (t1,to,...,trr), creating a candidate list
of blocklists Bs = (b1, ba, ..., by).>

3. For each word in the reference (R), search
if it occurs in any of the blocklists b;. If so,
remove the corresponding blocklist b; from
Bg; to avoid false positives. For example in
Figure 1, where words 6i3faor and népacua
are synonyms, if we remove only 6ié3oom but
leave mépacua as a blocklisted word and a
model generates it in its translation, this will
wrongly trigger a literal translation error.

4. Check if the hypothesis contains any block-
listed words. If it does, then we mark this hy-
pothesis as having a literal translation error.

The final score is the percentage of translations that
trigger the blocklist. As LitTER requires source-
side annotations, we collect test data with idioms
on the source side and annotate the spans where
they occur (§3.1). Appendix C shows examples of
LitTER evaluating real sentences in our data.

3In practice, t1,ta, . . ., tar in a blocklist are synonyms of
each other as they are translations of the same source word.
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2.2 Alignment-based Evaluation

To measure idiom translation accuracy, we use
Alignment-based Phrase Translation Evaluation
(APT-Eval), by extending Fadaee et al. (2018) with
subword-level metrics. APT-Eval uses word align-
ments to find the words in the hypothesis and ref-
erence sentences, respectively, that align with the
annotated idiom source span, and then compares
the retrieved matches to each other. We consider
two evaluation metrics. First, we use unigram pre-
cision, that measures the ratio of words in the ref-
erence spans that occur in the hypothesis spans, as
in Fadaee et al. (2018). We also use ChrF (Popovic,
2015), that measures character n-gram overlap.

LitTER vs. APT-Eval While APT-Eval is a tar-
geted evaluation metric, it only measures transla-
tion accuracy. This means that given an inaccurate
translation, it is impossible to measure whether it
has a literal translation error. LitTER, however,
quantifies this particular issue that affects NMT.

2.3 Handling Idiom Frequency Imbalances

Different idioms have significantly different fre-
quencies (Appendix A.1). However, prior work has
overlooked this fact (Zaninello and Birch, 2020;
Fadaee et al., 2018; Shao et al., 2018; Rikters and
Bojar, 2017). Thus, over-represented idioms can
skew the reported results and favour models that
have overfitted on them. To address this, we report
all of our targeted evaluation results (i.e., LitTER,
APT-Eval) by macro-averaging over idioms:

|L| |P|

IL!Z\LyZM 0(si),ti) (1)

where L denotes the set of distinct idioms in a test
set and P = {(s;,t;)|L; € (s4,t;)} denotes the
set of sentence pairs containing the idiom L;. The
model is denoted by 6 and the translation of x by
0(x). We first compute the average score for the
test pairs of each idiom with a given metric M,
and then average these values to produce FE.

3 Experiments

3.1 Data and Training Splits

We present experiments on en—fr and en—-es data.
For each language pair, we concatenate the data
from Europarl v7* (Koehn, 2005), part of the
WMT news translation task (Bojar et al., 2014),

*www.statmt.org/europarl/

and from TED talk transcripts released as part of
IWSLT 2017 shared task® (Cettolo et al., 2017).

Idiom Data We split the parallel data into regu-
lar and idiom data using a pattern-matching tool
that we developed. Our tool takes as input a list of
idioms and extracts sentences from a corpus con-
taining these idioms. We also annotate the span in
which each idiom occurs within a sentence, to en-
able the targeted evaluation metrics. This approach
is similar to Fadaee et al. (2018), but we build
our tool on top of Spacy’s (Honnibal and Montani,
2017) rule-based matching engine. For each phrase
in the input list, we automatically create pattern-
matching rules that capture complex variations of
a given phrase. See Appendix A for details.

In this work, we use a list of 225 English id-
ioms, that we manually collected and make pub-
licly available. We feed this list into our pattern-
matching tool, and extract (and annotate) transla-
tion pairs that contain an idiom on the source side.
The regular data are used only for training. The id-
iom data are further divided into the idiom-train
and idiom-test sets. For each idiom (e.g., “under
the weather”) in our original idiom data, we put
half of its sentence pairs to the idiom-train and the
other half into the idiom-test sets, to obtain a bal-
anced distribution. We discard sentences with id-
ioms that occur only once. We conduct controlled
experiments in the following testing conditions:

* Zero: training data includes only regular par-
allel data, and we measure how models per-
form on unseen idioms at test time.

* Joint: training data includes the regular and
idiom-train data, and we measure how models
perform on idioms observed (in a different
context) in training data.

* Upsampling: same as the joint split, but we
up-sample the idiom-train data N times. This
setting measures whether it is necessary to up-
sample the targeted training data (idiom-train)
to achieve better translation quality of idioms.

Evaluation For development, we use the IWSLT
dev-set for each language pair. For general pur-
pose translation evaluation, we report results in
the WMT newstest14 and IWSLT 17 test sets for
en—fr, and in the WMT newstest13 in particular
and IWSLT’ 17 test sets for en—es. For the targeted
idiom evaluation (i.e., LitTER and APT-Eval) we

3sites.google.com/site/iwsltevaluation2017/TED-tasks
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Data en—fr en—es
Europarl 2,007,723 1,965,734
IWSLT 275,085 265,625
Combined (after preprocessing) 2,155,543 2,119,686
Regular 2,152,716 2,116,889
Idiom-train 1,327 1,312
Idiom-test 1,383 1,373
WMT-test 3,003 3,000
IWSLT-test 2,632 2,502

Table 1: Dataset statistics

use the extracted idiom-test data per language pair.
To generate the word alignments for APT-Eval, we
trained a fast-align (Dyer et al., 2013) model on
each language-pair’s training data. For decoding,
we use beam search with beams of size 5, and eval-
uate all models using BLEU (Papineni et al., 2002)
computed with SacreBLEU (Post, 2018).

Preprocessing We first filter out sentence pairs
with more than 80 words or with length ratio over
1.5. Then, we tokenize the remaining sentences
using sentencepiece®(SPM; Kudo and Richardson
2018). For the randomly initialized models, we
train SPM models with a joint vocabulary of 60K
symbols on the concatenation of the source- and
target-side of the regular training data. For the
mBART fine-tuning experiments, we use the SPM
model of mBART (250K symbols).

3.2 Models

Besides training models from scratch, we also in-
vestigate how pretraining on monolingual data af-
fects idiom translation, which yields substantial im-
provements on generic translation quality (Lample
and Conneau, 2019; Song et al., 2019; Liu et al.,
2020). However, it is not obvious if monolingual
data can help idiom translation, as they do not con-
tain any examples with how to translate an idiom
from one language into another.

We use mBART (Liu et al., 2020) via finetun-
ing, which is pretrained on monolingual data from
many languages. We hypothesize that one way
multilingual pre-training can help is by bootstrap-
ping over the source and target language contexts
in which idioms occur. We also consider inject-
ing different types of noise during fine-tuning, to
corrupt the (encoder or decoder) input context and
measure the effects on the targeted evaluation met-
rics. Specifically, we use source-side word mask-
ing and replacement (Baziotis et al., 2021), and

®We use the unigram model with coverage=0.9999

target-side word-replacement noise (Voita et al.,
2021). In our experiments, “random” denotes
a randomly initialized model, while “mBART”
stands for using mBART as initialization. For
noisy finetuning we train the following variants:
“mBART+mask” where we mask 10% of the source
tokens, “mBART+replace (enc)” where we replace
10% of the source tokens with random ones, and
“mBART+replace (dec)” where we replace 10% of
the target tokens with random ones.

Model Configuration For fair comparison, the
randomly initialized models use the same architec-
ture as mBART. Specifically, the models are based
on the Transformer architecture, with 12 encoder
and decoder layers, 1024 embedding size and 16
self-attention heads. Our code is based on the offi-
cial mBART implementation in Fairseq.

Optimization We optimized our models using
Adam (Kingma and Ba, 2015) with 5; = 0.9, B =
0.999, and e=1e-6. For the random initialization
experiments, the models were trained for 140K up-
dates with batches of 24K tokens, using a learning
rate of le-4 with a linear warm-up of 4K steps, fol-
lowed by inverted squared decay. For the mBART
initialization experiments, the models were trained
for 140K updates with batches of 12K tokens, us-
ing a fixed learning rate of 3e-5 with a linear warm-
up of 4K steps. In all experiments, we applied
dropout of 0.3, attention-dropout of 0.1 and label
smoothing of 0.1. For model selection, we evalu-
ated each model every 5K updates on the dev set,
and selected the one with the best BLEU.

3.3 Results

In this section, for brevity, we discuss a subset of
our results, in particular our experiments in en—fr.
Results for en—es are consistent with en—fr and
are included in Appendix B. Table 2 summarizes
all of our main results. Besides global evaluation
using BLEU (§3.3.2) on diverse test sets, we also
consider two targeted evaluation methods (§3.3.1)
that focus on how the idioms are translated using
our idiom-test set. For the upsampling split, we up-
sample the idiom-train data 20x. We also experi-
mented with 100x upsampling, but models started
to exhibit overfitting effects (see §B, §D).

3.3.1 Targeted Evaluation

In targeted evaluation, we focus only on how mod-
els translate the source-side idioms. We present re-
sults on our proposed LitTER metric and on APT-
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APT-Eval Global Evaluation (BLEUT)

Split Model (en—fr) LitTER| , :
UniPrect  ChrF1 IWSLT17 WMTI14  Idiom-test
random 0.563 0.268 0.298 44.1 34.8 344
mBART 0.484 0.291 0.322 47.0 38.6 36.5
Zero mBART +mask 0.478 0.298 0.323 46.3 38.2 36.0
mBART +replace (dec) 0.519 0.295 0.319 46.9 39.0 36.0
mBART +replace (enc) 0.365 0.260 0.284 44.1 36.2 34.5
random 0.448 0.317 0.337 44.2 34.8 353
mBART 0.408 0.333 0.352 46.5 38.5 37.3
joint mBART +mask 0.443 0.315 0.338 46.2 38.3 37.2
mBART +replace (dec) 0.447 0.317 0.342 46.8 38.8 37.0
mBART +replace (enc) 0.364 0.300 0.322 44.5 36.6 35.6
upsample  random 0.371 0.323 0.353 444 34.7 353
20x mBART 0.289 0.329 0.346 46.6 38.7 36.0

Table 2: All of our (en—f{T) translation results (single run), including generic and targeted evaluation.

random E
mBART ¥

mBART-+mask

mBART+rep:dec

mBART+rep:enc

0.0 0.1 0.2 0.3 0.4 0.5
LitTER
B zero joint BN joint + 20x

(a) Results on LitTER, which measures how often each model
makes literal translation errors.

random

mBART

mBART+mask

—
I

0.00

mBART+rep:dec

mBART+rep:enc

0.05 0.10 0.15 020 025 030

Unigram Precision (APT-Eval)

0.35

N zero B joint B joint + 20x
(b) Results on APT-Eval with unigram precision, which com-

pares (the aligned) reference and hypothesis spans.

Figure 2: Results on targeted evaluation of idiom translation.

Eval, which provide different information. Recall
that we macro-average these scores (§2.3) to ac-
count for imbalances in the idiom frequency.

Literal Translation Errors Figure 2a, shows the
results on LitTER, that measures how often mod-
els make literal translation errors. As expected, all
models produce fewer errors when trained on the
joint split compared to the zero split. Pretraining
gives a significant boost, even on the joint split.
This shows that pretraining helps, even though the
models have not seen any examples of how to trans-
late the test-set idioms. Upsampling the idiom-train
data helps all models regardless of initialization.

Each type of noise induces a different behaviour
compared to the mBART model. Masking yields no
effect on the zero split, but increases errors on the
joint split. Baziotis et al. (2021), show that mask-
ing promotes copying, which we speculate it could
lead to word-by-word translation and increase Lit-
TER. Decoder-side word replacements yield a sim-
ilar behaviour in terms of LitTER, which we hy-
pothesize could push the decoder to rely more on

the encoder, therefore encouraging word-by-word
translation. By contrast, when we add word re-
placements in the encoder, it greatly reduces Lit-
TER in both splits. This aligns with the findings of
Baziotis et al. (2021), who show that source-side
word replacements make the decoder less prone to
copying (or “trusting”) the encoder.

Idiom Translation Accuracy To estimate how
accurately models translate idioms, we compare
the reference and hypothesis matches that align
to the source idiom words. Figure 2b, compares
models using unigram precision, and the results are
consistent across all APT-Eval metrics (Table 2).

Similar to the LitTER results, the joint split sig-
nificantly improves idiom translation accuracy as
well. Again, pretraining outperforms random ini-
tialization, even on the joint split. Upsampling,
however, does not yield any consistent improve-
ments. While source-side word replacements re-
duce literal translation errors, they also degrade id-
iom translation accuracy. Our hypothesis is that as
the decoder becomes less reliant on the encoder,
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random

mBART
mBART+mask
mBART+rep:dec

mBART+rep:enc

0 10 20 30 40
BLEU (WMT)

BN zero e joint BN joint + 20x

(a) Regular BLEU results on the generic WMT14 test set

random

mBART
mBART+mask
mBART+rep:dec

mBART+rep:enc

0 5 10 15 20 25 30 35
BLEU (idiom)
s zero . joint B joint + 20x

(b) Regular BLEU results on our idiom-test set.

Figure 3: Results on global evaluation (BLEU) on different test sets.

this induces more hallucinations.

3.3.2 Global Evaluation

Here, we discuss how models perform based on
global translation evaluation using BLEU.

General Purpose Figure 3a, shows the results
on the WMT 14 test set, but we note that the results
are generally consistent with the IWSLT17 test set
(Table 2). The mBART intialized models, unsupris-
ingly, yield significantly better results than random
initialization. As expected, there is no measurable
difference between splits, not even when upsam-
pling idioms, as both IWSLT17 and WMT14 are
generic test sets. Noisy finetuning methods fail to
improve results. Encoder-side word replacements
even degrade overall performance, which aligns
with the hypothesis that they induce hallucinations.

Idiom The results on our idiom-test set (Fig-
ure 3b) show that models perform consistently bet-
ter when trained on the joint split. Global evalua-
tion, however, considers the full sentences and the
impact of idiom translation is overshadowed (Rik-
ters and Bojar, 2017), which can be seen by the
very small differences between splits. This pre-
vents fine-grained comparisons between models
and highlights the need for targeted evaluation.

4 Analysis

To further understand how models translate id-
ioms, we present an extensive analysis with a se-
ries of probes, focused on the role of idiom context.
Specifically, using the annotations in our idiom-
test data, we encode the idiom words within dif-
ferent contexts (Figure 4) and measure how it af-
fects the decoder distributions and the translation
output. We consider (1) full context, in which we

hy hy hs hy hs hs 51 Cz Zy Z2
f kS S S t +
Encoder Encoder] [ Encoder ] [ Encoder ]

@@ﬁ@@ﬁ walen

Unnecessary red tape is slowing down
the vaccine roll-out plan in the country

red tape red + tape

Full context Phrase context Word context

Figure 4: Illustration of how we obtain idiom represen-
tations by varying the available context.

Translation Quality

random

mBART

0.0 0.1 0.2 0.3 0.4 0.5 0.6
ChrF++ (higher is better)

BN zero: word MMM joint: word MMM joint+20x: word
zero: phrase joint: phrase joint+20x: phrase
zero: full joint: full joint+20x: full

Figure 5: Variation in translation quality, measured in
ChrF, as we vary the idiom representations. The length
of each (lighter) bar encodes the difference from its
(darker) bar to its left (i.e., overlapping bars effect).

encode the idiom phrase within the whole input
sentence, (2) phrase-level context, in which we en-
code the idiom phrase in isolation, (3) word-level
context, in which we encode each idiom word in-
dependently. Our probes follow a similar approach
to prior work that evaluate the idiomaticity of (pre-
trained) Transformer-based models (Garcia et al.,
2021; Tayyar Madabushi et al., 2021) by measuring
how idiom representations are affected by their con-
text (Yu and Ettinger, 2020), but we extend these
methods to analyze how (pretrained) NMT mod-
els translate idioms. For brevity, we discuss here
our most important findings, focusing on random-
vs-mBART initialization. However, we include the
rest of our results in Appendix D for completeness.
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(Reference) Translation Perplexity

@000 |
random - 0 0000000
|
I
MBART | S ——
|
0 1 2 3 4 5
Perplexity (lower is better)
. zero: full B joint: full B joint+20x: full
zero: phrase joint: phrase joint+20x: phrase
zero: word joint: word joint+20x: word

Figure 6: Perplexity of the references, as we vary the
idiom representations. The length of each (lighter) bar
encodes the difference from its (darker) bar to its left.

4.1 Variation in Translation Performance

In this probe, we decode (i.e., translate) differ-
ent encoder representation and evaluate the sam-
ples against the reference (sentence) translations.
Specifically, we first encode each (full) input sen-
tence and then replace the encoder representations
belonging to idiom words with those obtained with
different (narrower) contexts. Figure 5 shows the
results using ChrF, rather than BLEU, as a metric
to capture even small subword-level changes.
Across all models, reducing the context (i.e.,
darker shades) results in worse translation scores.
This is expected, as by swapping the original (full
context) idiom representations with those obtained
with word-context, we essentially remove informa-
tion. When we use the full-context (i.e, lightest
shades) pretraining yields the best results, but when
we reduce the idiom context, the pretrained model
suffers significantly, unlike the randomly initial-
ized that is barely affected. This implies that the
representations of the randomly initialized model
are more local (or “myopic”), containing informa-
tion mainly related to the idiom tokens. By con-
trast, the representations of the pretrained model
are more global, and contain information related
to the surrounding idiom context (Brunner et al.,
2020). Upsampling does not have a strong effect.

4.2 Variation in Translation Likelihood

In this probe, we vary the encoder idiom represen-
tations, as before, and measure how this affects the
likelihood of the reference translations. We score
each reference translation by computing its perplex-
ity under the model, given each encoder output se-
quence. Figure 6, shows the results, with lighter
shades corresponding to narrower contexts.
Using more context improves (i.e., lowers) the
perplexity of the references across models. Pre-

Step 1. Find the words in the target sentence

that align with the source idioms
Step 2. Compare the entropy of decoder distribution

PEOEED et
S between those that align with regular and idiom words.
WEOBEEO a By & & T <

P1 P2 P3 Pa Ps Ps P7
Encoder ]—'[

[ t t t t t t ¢
DHOOO0E EBEOBHEE

Decoder ]
Figure 7: Illustration of how we compute the effects of
different source idiom contexts on the model’s uncer-
tainty during translation (i.e., decoding).

Entropy of Idiom Target Words

random

mBART

Entropy of Regular Target Words

random

mBART

4
o
=}
n

1.0

n

2.0 25 3.0
entropy

. zero: full
zero: phrase
zero: word

W joint: full
joint: phrase
joint: word

BN joint+20x: full
joint+20x: phrase
joint+20x: word

Figure 8: Model uncertainty for the translation of reg-
ular vs. idiom words. The length of each (lighter) bar
encodes the difference from its (darker) bar to its left.

training endows models with stronger LM capabili-
ties which is probably why it yields generally lower
perplexities. Training on the joint split yields con-
sistent improvements which are more pronounced
in the randomly initialized models. By contrast,
upsampling the idiom-train data yields negative ef-
fects, which we attribute to overfitting, as it makes
all other sentences less probable under the model.

4.3 Decoder Uncertainty

Next, we focus on how the token-level uncertainty
of the decoder varies while it translates idiom vs.
non-idiom words. First, we translate each sentence
pair with teacher-forcing, where we feed to the de-
coder the reference translation (i.e., ground truth)
as input, instead of its output from each step. Then,
we measure the entropy of the decoder’s distribu-
tions for each (reference) target token. Finally, us-
ing word alignments, we average separately the en-
tropy values of target words’ that are aligned to id-
iom and non-idiom source words. Figure 7 illus-
trates how the probe works. Figure 8 shows the

7 After the word alignment step, we find which target SPM
tokens correspond to which words.
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results, in which lighter shades correspond to nar-
rower contexts.

All models have significantly higher uncertainty
when they translate idiom words (top section) com-
pared to regular words (bottom section). This con-
firms our expectation that it is harder to translate
idioms. When translating regular words, the ran-
domly initialized models are unaffected by changes
in the idiom representations, whereas reducing the
idiom context increases the uncertainty of the pre-
trained models. This is another piece of evidence
that pretraining yields less local models (§4.1).
When translating idiom words, including or upsam-
pling the idiom-train data benefits the pretrained
model, but not the randomly initialized one.

5 Discussion

Global Metrics LiTER does not aim to replace
global evaluation metrics like BLEU, but to com-
plement them. Global metrics estimate the gen-
eral translation quality of model outputs, which is
undoubtedly important. However, they consider
the full sentence, and as result the effects of id-
iom (mis)translation are overshadowed (see §3.3.2).
LiTER aims to fill this gap by providing additional
insights to practitioners with targeted evaluation.

LitTER LiTER should not be used in isolation,
but combined with other (global/targeted) metrics.
The reason is that lower LiTER can be achieved by
more accurate idiom translations or by hallucina-
tions. We aim to enable practitioners to make in-
formed decisions without running human evalua-
tions in the model development phase. The goal is
to produce models that improve on LitTER without
sacrificing general translation quality (e.g., BLEU).
Our experiments reveal this contrast, where unsu-
pervised pretraining achieves this goal, whereas
(some of) the noisy variants fail. We expect LiTER
to be more relevant when developing NMT mod-
els for creative content (e.g., subtitles, social media
text) that usually contains figurative language.

Alignment Metrics Word alignment-based meth-
ods aim to capture idiom translation accuracy that
complements LitTER. However, they are sensitive
to the literal meaning of words to produce the align-
ments. Thus, while alignment-based methods could
be reliable in certain types of evaluation, such as
gender translation (Stanovsky et al., 2019), we be-
lieve that with the current techniques they should be
used with caution for idiom translation evaluation.

Although we did not systematically study this issue,
we discovered by manual inspection that it was not
uncommon to produce noisy or empty alignments.
We chose statistical over embedding-based meth-
ods as they yielded less empty alignments (§B.2).

6 Related Work

Idioms in NMT There is limited research on id-
ioms in NMT. Zaninello and Birch (2020), explore
augmenting the training data with MWE transla-
tions from dictionaries, backtranslating (Sennrich
et al., 2016) target-side sentences with MWE:s, or
wrapping the (source) MWESs with special tokens.
Fadaee et al. (2018) prepend a special token in
source sentences that contain an idiom. Gamallo
and Garcia (2019) do unsupervised translation of
MWEs by composing cross-lingual word embed-
dings, but this is fundamentally incapable of trans-
lating idioms which are non-compositional. Instead
of using ad-hoc solutions that change the model or
the data pipeline, we use monolingual pretraining,
which is a more generic and less invasive approach.

Targeted Evaluation Using word alignments is
a straightforward approach for the targeted eval-
uation of words or phrase translation (Stanovsky
et al., 2019). Fadaee et al. (2018), use word align-
ments to compare the reference and hypothesis
matches that translate a given source idiom. Za-
ninello and Birch (2020) first align words in the hy-
pothesis and the reference using edit-distance and
then score the aligned words using character-level
matching. Alignment-based methods capture id-
iom translation accuracy, but they do not account
for literal translation errors which are a major is-
sue in idiom translation (Fadaee et al., 2018). The
method of Shao et al. (2018) is capable of estimat-
ing the frequency of such errors, but it requires the
creation of language-specific hand-crafted lists. In
this work, we lift this limitation and enable the au-
tomatic evaluation of literal translation errors.

Analysis Rikters and Bojar (2017) investigate the
attention mechanism in NMT during the transla-
tion of MWEs. Garcia et al. (2021) evaluate the
idiomaticity of Transformer-based models using
probes that measure how idiom representations are
affected by their context (Yu and Ettinger, 2020).
Similarly, Tayyar Madabushi et al. (2021) investi-
gate the idiomaticity of pretrained encoders, such
as BERT (Devlin et al., 2019), in a monolingual
setting. By contrast, we present an analysis of how
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(pretrained) NMT models translate idioms.and
Concurrent analysis works explore idioms in
NMT, by also using the blocklist method (Shao
et al., 2018) as part of their analysis. Dankers
et al. (2022a) study the compositionality of (Trans-
former) NMT models and (among others) find that
models trained on more (parallel) data are more
compositional. This relates to the results of our
analysis (§4), which shows that pretrained models
are less local than those trained only on the down-
stream parallel data. Dankers et al. 2022b analyze
the hidden states and attention patterns of Trans-
former NMT models when processing idioms.

7 Conclusions

We present a comprehensive study of idiomatic ex-
pressions in NMT, aiming to facilitate future re-
search on the topic. We propose LitTER (§2.1),
a novel metric that enables the automatic evalua-
tion of literal translation errors. LitTER is used for
targeted evaluation and aims to complement and
not replace global metrics, such as BLUE or ChrF,
which consider the full sentence and can only mea-
sure the overall translation quality. We evaluate
models in controlled conditions, with and without
the test set idioms (i.e., zero-shot). We explore
pretraining on monolingual data for improving id-
iom translation, as parallel idiom data is difficult
to come by. Interestingly, we find that pretraining
achieves strong targeted improvements, even in the
zero-shot setting (§3.3.1). We also present a sys-
tematic analysis (§4) that investigates the role of
context in idiom translation. We find evidence that
pretraining yields more contextual models, which
helps to explain why it contributes to better idiom
translations. We also quantitatively confirm that
idioms are more difficult to translate than regular
words and strongly depend on the source context.

Limitations

LitTER is a novel metric that sidesteps the need for
human involvement to estimate the frequency of
literal translation errors, which is a major problem
in idiom translation by NMT models. However, in
its current iteration it has certain limitations:

1. An edge case with LitTER is that if the block-
list words appear as a result of translating other
words - not part of the non-literal phrase - we
will still count it as an error. We leave this as
future work.

2. Our experiments were conducted on languages
with relatively simple morphology. Prelimi-
nary experiments with German revealed that
LitTER struggles with compound words. We
did address these issues with custom rules, but
we aim to study these cases in future versions
of LitTER systematically.

3. The metric can be ambiguous when used in
isolation. We recommend pairing it with stan-
dard evaluation metrics when comparing trans-
lation models.
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Figure 9: Overview of the process for collecting the
idiom parallel data.

-Hetried pulling the wool over John's eyes by hiding the profits in separate accounts, but he was

quick to catch onto his scheme.

-He tried pulling the wool over James' eyes by hiding the profits in separate accounts, but he was

quick to catch onto his scheme.

-He tried pulling the wool over our eyes by hiding the profits in separate accounts, but we were quick

to catch onto his scheme.

-Don'ttry to pull the wool over her eyes . She's too smart.

Figure 10: Overview of the process for collecting the
idiom parallel data.

A Idiom Data Collection

We collected parallel data with idioms in the source
side and annotated the spans in which the idioms
occur within each sentence. This enables us to
conduct controlled experiments and to support our
targeted evaluation metrics and our analysis. To
collect the data, we created a phrase-matching tool
that searches for idioms in parallel data and extracts
and annotates the retrieved pairs (Figure 9).

Phrase-Matching Tool Our tool, which we make
publicly available, uses rule-based matching to
search for sentences that contain phrases specified
in user-defined phrase list. While in this work
we use it to create parallel data with idioms, it
could be used to create datasets with different
types of phrases. We build our tool on top of
Spacy’s (Honnibal and Montani, 2017) rule-based
matching engine® that is more flexible and easy to
work with than using regular expressions or custom
rules (Fadaee et al., 2018). It allows us to do pat-
tern matching over linguistic units, such as parts-of-
speech or even dependency relations, thus captur-
ing complex variations of a given phrase. Our tool
first reads the input phrase list, and for each phrase,
it automatically creates a pattern based on some
simple rules and assumptions. We created separate
idiom train and test data for each language-pair and

8spacy.io/usage/rule-based-matching
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Figure 11: Occurrences of idioms in the en—{r idiom-
test sets.
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Figure 12: Occurrences of idioms in the en—es idiom-
test sets.

we describe the process in Section 3.1.

Figure 10, shows an actual example® of the dif-
ferent variations of the idiom “pull the wool over
someone’s eyes” that our tool captures. Notice that
it matches:

* Different variations of the verb “pull”.

* Different words in the place of the word
“someone”.

* Importantly, it optionally matches the particle
*’s”. This shows that we can apply logic base
on the part-of-speech (POS) or other linguistic
properties of words, and in this case optionally
skip them.

A.1 Idiom-test Statistics

Figure 11 and Figure 12 show the occurrences of
idioms in the en—fr and en—es idiom-test sets, re-
spectively. We see that in both test sets the idiom
statistics follow very similar distributions. This
verifies that different idioms have very different

You can view this example in this online demo. It shows

the rule we generate for the idiom phrase and the variants it
captures.
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APT-Eval (fast-align)

APT-Eval (awesome-align)

Global Evaluation BLEUT Global Evaluation ChrF{

Split Model (en—fr) LitTER]
UniPrect ChrF1 UniPrect ChrF1 IWSLT17 WMT14 idiom IWSLT17 WMT14 idiom
random 0.563 0.268 0.298 0.272 0.319 44.1 34.8 344 0.67 0.61 0.60
mBART 0.484 0.291 0.322 0.296 0.347 47.0 38.6 36.5 0.69 0.64 0.61
zero mBART +mask 0.478 0.298 0.323 0.294 0.339 46.3 382 36.0 0.68 0.64 0.61
mBART +replace (dec) 0.519 0.295 0.319 0.304 0.346 46.9 39.0 36.0 0.69 0.64 0.61
mBART +replace (enc) 0.365 0.260 0.284 0.262 0.306 44.1 36.2 345 0.66 0.62 0.60
random 0.448 0.317 0.337 0.322 0.365 442 34.8 353 0.67 0.61 0.61
mBART 0.408 0.333 0.352 0.343 0.384 46.5 385 37.3 0.68 0.64 0.62
joint mBART +mask 0.443 0.315 0.338 0.334 0.379 46.2 383 37.2 0.68 0.64 0.62
mBART +replace (dec) 0.447 0.317 0.342 0.331 0.379 46.8 38.8 37.0 0.69 0.64 0.62
mBART +replace (enc) 0.364 0.300 0.322 0.306 0.350 44.5 36.6 35.6 0.66 0.62 0.61
upsample random (20x) 0.371 0.323 0.353 0.331 0.382 444 34.7 353 0.67 0.61 0.61
20x mBART (20x) 0.289 0.329 0.346 0.338 0.376 46.6 38.7 36.0 0.68 0.64 0.61
upsample random (100x) 0.378 0.314 0.343 0.325 0.363 43.8 34.7 339 0.66 0.61 0.60
100x mBART (100x) 0.289 0.337 0.358 0.347 0.389 46.8 382 35.8 0.69 0.64 0.61

Table 3: Translation results in en—fr. The results involve a single run, but include mutliple test sets and are

consistent across the board.

Split Model (en—ses) LitTER | APT-Eval (fast-align) APT-Eval (awesome-align) Global Evaluation BLEUT Global Evaluation ChrF1
UniPrect ChrFT UniPrect ChrFT  IWSLTI17  WMTI3 idiom  IWSLT17 WMT13 idiom
random 0.541 0.350 0.364 0.351 0.370 36.0 315 389 0.62 0.57 0.63
mBART 0.476 0.383 0.385 0.368 0.390 385 34.0 40.8 0.64 0.59 0.64
zero mBART +mask 0.481 0.369 0.378 0.354 0.380 38.8 34.0 40.5 0.64 0.59 0.64
mBART +replace (dec) 0.508 0.388 0.389 0.384 0.401 38.6 344 404 0.64 0.59 0.64
mBART +replace (enc) 0.389 0.334 0.345 0.323 0.351 37.0 32.1 39.0 0.62 0.57 0.62
random 0.468 0.385 0.395 0.382 0.397 359 31.8 39.7 0.62 0.57 0.64
mBART 0.412 0.399 0.406 0.393 0.419 38.8 339 41.9 0.64 0.59 0.65
joint mBART +mask 0.418 0.389 0.402 0.388 0.410 38.7 339 41.9 0.64 0.59 0.65
mBART +replace (dec) 0.443 0.402 0.408 0.402 0.414 385 339 41.7 0.64 0.59 0.65
mBART +replace (enc) 0.352 0.352 0.372 0.355 0.378 36.7 322 39.7 0.62 0.57 0.63
upsample  random (20x) 0.400 0.410 0.424 0.415 0.440 359 31.7 40.0 0.62 0.57 0.64
20x mBART (20x) 0.301 0.422 0.435 0.419 0.444 38.8 34.0 40.6 0.64 0.59 0.64
upsample  random (100x) 0.391 0.406 0.420 0.407 0.435 36.2 31.8 389 0.62 0.57 0.63
100x mBART (100x) 0.299 0.416 0.427 0.406 0.441 387 339 40.5 0.64 0.59 0.64

Table 4: Translation results in en—es. The results involve a single run, but are consistent across the board.

frequencies, and highlights the need for macro-
averaging the scores of targeted evaluation met-
rics. Failure to do so would promote models that
have perform best on the most frequent idioms over
those that have a more balanced performance.

Also, note that the frequencies of idioms in the
idiom-train and idiom-test sets are identical, as de-
scribed in Section 3.1. While we have not com-
puted the idiom frequencies in the monolingual
data used to pretrain mBART, we expect that they
would follow a similar distribution as the one found
in the monolingual data we used in our work.

B Translation Results

In this section, we present all of our translation re-
sults in detail. Table 3, shows our results in en—fr,
while Table 4 shows our results in en—es. Besides
BLEU, we also include results with ChrF (Popovic,
2015), for global translation evaluation. overall
the results are consistent across language pairs in
all evaluation methods. The fact that the absolute
scores reached by the model on each each test set
are different is natural, as the test sets themselves

are different to each other between languages.
However, the relative performance between model
across language pairs is the same, with only minor
differences.

B.1 Targeted Evaluation

In Figure 13, we visualize how model perform on
our targeted evaluation methods for both en—fr
and en—es. Recall that, LitTER, measures how
often each model makes literal translation errors.
APT-Eval, measures idiom translation accuracy, by
comparing the reference and (aligned) hypothesis
spans that translate the source idiom words. In
these plots, we use present how models performed
on unigram precision metric for APT-Eval, similar
to the main paper. We observe that both in terms of
literal translation errors (Figure 13a, 13c), as well
as idiom translation accuracy (Figure 13b, 13d), the
results are remarkably consistent across languages.
Upsampling the idiom-train data helps all models
regardless of initialization, but upsampling more
than 20x does not yield consistent improvements.
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B.2 Word Alignment Models

APT-Eval, requires word alignments to map the
source idiom words to the words of the reference
and hypothesis spans, respectively. In our main
paper, we presented results using fast-align (Dyer
et al., 2013) with word alignment models trained
on the training data of each language-pair. We also
experimented with awesome-align (Dou and Neu-
big, 2021), that doesn’t require any training, and
uses the token similarities of the pretrained mBERT
models to obtain the alignments. After analysis, we
found that fast-align produced empty matches for
the idiom words in 2.2% of the reference sentences
in our idiom-test set. Awesome-align, however,
yielded more empty matches, which after tweak-
ing its threshold parameter'’, we managed to re-
duce it to 3%. While we omitted the awesome-
align results from the main paper, we include them
in Tables 3, 4 for completeness. We observe that
while the absolute APT-Eval scores are different
between the two alignment methods, the relative
performance across models is consistent.

B.3 Regular Translation Evaluation

Here, we visualize our results on regular MT eval-
uation for both en—fr and en—es. In Figurel4,
we compare models in both language pairs and for
both generic test sets as well as on our idiom-test
sets. Overall, we observe that the results are very
consistent between language pairs, similar to the
targeted evaluation results (§B.1), which improves
our confidence in them. As we already noted in our
paper, we find that including or upsampling idiom
training data has no measurable effect on generic
test sets, unlike on our idiom-test set.

"We used the following hyper-parameters:
extraction=softmax, softmax_threshold=0.001
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(c) Results on LitTER for en—es.

random

mBART

mBART-+mask

mBART+rep:dec

mBART+rep:enc

ll

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35
Unigram Precision (APT-Eval)

. zero . joint B joint + 20x B joint + 100x
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(d) Results on APT-Eval (unigram precision) for en—>es.

Figure 13: Results on fargeted evaluation of idiom translation.
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(c) BLEU results on the en—es WMT13 test set
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(b) Regular BLEU results on our en—{t idiom-test set.
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(d) Regular BLEU results on our en—-es idiom-test set.

Figure 14: Results on regular MT evaluation with BLEU on generic as well as on our idiom-test sets.



C LitTER

C.1 Indicative Examples

Here, we present some indicative examples of how
LitTER evaluates translation outputs in our idiom
test data. Figure 16, contains examples where Lit-
TER is working as intended, whereas Figure 15,
contains a two failures of LitTER.

SRC: As the example of Cyprus shows, Ankara does not
pull its punches.

REF: Comme le montre I’exemple de Chypre, Ankara
n’y va pas avec le dos de la cuiller.

HYP: Comme le montre 1’exemple de Chypre, Ankara ne
tire pas les ficelles.

Blocklists

pull — {tirez, tirer}
its — {ses, son, sa}
punches — {coups}

No error detected.

SRC: [..] it was already being put on ice on the grounds
that *We’ll never get it though the G20’.

REF: [..] elle était mise au rencart au motif que "nous
n’arriverons jamais a convaincre le G20".

HYO: [..] on I’a déja gelé au motif que "nous n’y ar-
riverons jamais par le biais du G20".

Blocklists

put — {mis, mettre}

on — {sur}

ice — {glace, ice, verglas}

No error detected.

Figure 15: LitTER failures on our en—{r idiom test set.
In the first example, the blocklist is not triggered be-
cause the inflected form fire is missing from the block-
list. In the second example, the verb form gelé (freeze)
is not contained in the blocklist but is a literal transla-
tion of ice in a wider sense.

SRC: To postpone this vote one more time would be to
bark up the wrong tree.

REF: Postposer ce vote une fois de plus eut été se tromper
de cible.

HYP: Reporter ce vote une fois de plus, c’est se tromper
d’arbre.

Blocklists

bark— {aboyer, ecorces, ecorce}

up— {debout}

the— {le, la, les}

wrong— {faux, tort, errone, mal}

tree— {arbre, arbres, sapin, arborescence}

ERROR: Blocklist triggered by {arbre}

SRC: For companies, using technology to gather impor-
tant data, its like bread and butter.

REF: Pour les sociétés, utiliser la technologie pour re-
cueillir des données, c’est la routine.

HYP: Pour les entreprises, utiliser la technologie pour
collecter des données importantes, c’est comme du pain
et du beurre.

Blocklists

bread— {pain}

and— {et}

butter— {et, pain, beurre}

ERROR: Blocklist triggered by {et, pain, beurre}

SRC: And here is some eye candy for you, from a range
of DIY scientists and artists from all over the globe.
REF: Et voici quelques bonbons pour vos yeux, de la part
d’un éventail de scientifiques et des artistes bricoleurs de
tous les coins de la planete.

HYP: Et voici quelques bonbons pour les yeux, d’une
gamme de scientifiques et d’artistes du bricolage du
monde entier.

Blocklists
eye — {oculaire, oeil, yeux, ceil}
candy — {bonbon, bonbons, sucrerie}

No error detected.

Figure 16: Examples of LiTER evaluation on sentences
in our en—{r idiom test set. In the first two examples,
the model makes a literal translation error and the error
is captured by LitTER. In the third example, the literal
translation is correct and the blocklist is not triggered,
thanks to the 3rd step in our algorithm (§ 2.1).
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(a) Results for the en—fr models.
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(b) Results for the en—es models.

Figure 17: Variation in translation quality, measured in ChrF, as we vary the idiom representations. The length of
each (lighter) bar encodes the difference from its (darker) bar to its left (i.e., overlapping bars effect). The darkest
shades correspond to using the full (original) context for encoding idiom words, and each lighter shades correspond
to narrower contexts. Overall, the results are consistent, with the exception of the “mBART+replace(enc)” model.

D Analysis

In this section we present all of our analysis results.
Specifically, we include results on en—es, with
the (mBART) pretrained models finetuned with
different noising methods, and additional probes.
For the noisy versions of mBART finetuning, we
present results on the zero and joint split. Recall
that, in most of our probes, we evaluate the role of
(idiom) context idiom translation. To do this, we
encode the idiom words within different contexts
and compare how this affects various aspects of
each model. Figure 4, illustrates the process by
which we obtain the encoding for each context. We
consider the following context: (1) full context, in
which we encode the idiom phrase within the whole
input sentence, (2) phrase-level context, in which
we encode together only the words idiom phrase,
(3) word-level context, in which we encode each
idiom word independently.

Figure 18, shows a visual example of how this
probe works.

D.1 Variation in Translation Performance

With this probe, we test how the variation of the
idiom encoder representations is reflected in the
translation output. Figure 18, shows a visual exam-
ple of how this probe works. First we encode each
input sentence and then replace the encoder out-
put representations belonging only to idiom words
with those obtained with different (narrower) con-
texts. Finally, we decode each encoder output se-
quence and compare the generated translation to
the reference translation.

[Encoder][ Encoder]

1 b
Encoder]

@@6@@6 walen

Encoder

Full context Phrase context Word context

Figure 18: Illustration of how we probe the impact of
different idiom contexts on translation quality. First, we
obtain each sequence of idiom token representations,
by encoding them within different contexts. Then we
feed each sentence to the encoder, and before passing
its outputs to the decoder, we replace the idiom token
representations with those whose context we want to
probe. Finally, we sample a translation from the decoder
and compare it against the reference.

We observe that when using the full context,
the results are generally consistent across language
pairs and models. As we discussed in the main pa-
per, the mBART-initialized model suffers greatly
when the idiom representations are encoded with
narrower context, in contrast to the randomly ini-
tialized model. We believe this is an indication that
the mBART-initialized model is less local, meaning
that each token representation contains to a large
degree information about the rest of the tokens. We
also observe that this behaviour is exhibited by all
pretrained models.

However, while results are generally consistent
in both language pairs, we do see some small dis-
crepancies as we probe the effects of narrower con-
texts, in particular for the “mBART+replace(enc)”
model. We do not have a satisfying explanation
for this performance difference, which occurs only
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(a) Results for the en—fr models.
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Figure 19: Variation in perplexity of reference translations, as we vary the idiom representations. The length of each
(lighter) bar encodes the difference from its (darker) bar to its left. Negative bar lengths indicate a decrease relative
to the (darker) bar before it. The darkest shades correspond to using the full (original) context for encoding idiom
words, and each lighter shades correspond to narrower contexts.
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Figure 20: Illustration of how we measure the effects of
different idiom contexts on translation likelihood (per-
plexity). First, we obtain each sequence of idiom token
representations, by encoding them within different con-
texts. Then we feed each sentence to the encoder, and
before passing its outputs to the decoder, we replace the
idiom token representations with those whose context
we want to probe. We use the sequence of encoder out-
puts, to score the reference translation.

when we encode idioms with word context.

D.2 Variation in Translation Likelihood

With this probe, we test how the variation of the id-
iom encoder representations affects the likelihood
of the reference translations. Figure 20, shows a vi-
sual example of how this probe works. Specifically,
we translate a sentence pair with teacher-forcing,
but we replace the encoder idiom token representa-
tions, before passing them to the decoder, with the
representations obtained after encoding them with
different contexts. Finally, we measure the perplex-
ity of the reference translation under the model.
Figure 19, compares models across splits and con-
texts.

Overall, the results are very consistent across
both language pairs and all model variants. We

also observe that the behaviour of all the noisy
finetuned mBART models very similar behaviour,
across all contexts. However, there is a small
increase in the perplexity assigned under the

“mBART+replace(dec)” variant. This is expected,

as this model was trained with decoder dropout,
which affect the LM capabilities of the model, and
consequently makes it assign an overall smaller
probability to all sentences. This increase in per-
plexity is observed in both language pairs, but is
more pronounce in en—{r.

The more we upsample the idiom-train sentence
pairs, the less probable other sentences become
under the model. Surprisingly, 100x upsampling
causes the pretrained model to yield lower perplex-
ity with narrower context (i.e., lighter bars have
negative length), “reverting” some of the effects of
overfitting. However, we don’t have a satisfying ex-
planation for this behaviour'!. This phenomenon
is observed in both language pairs.
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Figure 21: Comparison of model uncertainty during the translation of regular-vs-idiom words. The length of each
(lighter) bar encodes the difference from its (darker) bar to its left. Negative bar lengths indicate a decrease relative
to the (darker) bar before it.

D.3 Decoder Uncertainty

Next, we focus on how the token-level uncertainty
of the decoder varies while it translates idiom vs.
non-idiom words (Figure 8). For each model,
first, we translate each sentence pair with teacher-
forcing'?and then measure the entropy of the de-
coder’s distributions for each target token.

Once more, this probe reveals that the models
in both language pairs behave similarly. As men-
tioned in the main paper, the distributions of words
that translation the idiom phrase have significantly
larger entropy that the rest. This demonstrates that
the models clearly are much more uncertain when
translating idioms, even the pretrained ones.

Including and upsampling 20x the idiom-train
data is helpful, but extreme upsampling (i.e., 100x)
is universally harmful, although we observe a drop
in uncertainty with word-level context. This is
more pronounced when translating idiom words
and suggests that models have overfitted to the
words of the idiom phrases.
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