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Abstract
There has been a surge of interest regarding
the alignment of large-scale language mod-
els with human language comprehension be-
haviour. The majority of this research inves-
tigates comprehension behaviours from read-
ing isolated, written sentences. We propose
studying the perception of dialogue, focusing
on an intrinsic form of language use: spoken
conversations. Using the task of predicting up-
coming dialogue turns, we ask whether turn
plausibility scores produced by state-of-the-art
language models correlate with human judge-
ments. We find a strong correlation for some
but not all models: masked language mod-
els produce stronger correlations than auto-
regressive models. In doing so, we quantify
human performance on the response selection
task for open-domain spoken conversation. To
the best of our knowledge, this is the first such
quantification. We find that response selection
performance can be used as a coarse proxy for
the strength of correlation with human judge-
ments, however humans and models make dif-
ferent response selection mistakes. The model
which produces the strongest correlation also
outperforms human response selection perfor-
mance. Through ablation studies, we show that
pre-trained language models provide a useful
basis for turn representations; however, fine-
grained contextualisation, inclusion of dialogue
structure information, and fine-tuning towards
response selection all boost response selection
accuracy by over 30 absolute points.

1 Introduction

Human language processing has intrigued re-
searchers from numerous fields for centuries
(Herder, 1772). The relatively recent convergence
of philosophy, psycholinguistics, and information
theory has produced valuable theories of language
production and comprehension by framing people
as predictive processors (Christiansen and Chater,
2016; Levy, 2008; Hale, 2001). In particular, Sur-
prisal Theory posits that comprehension effort is

directly related to the predictability of a linguistic
unit in its context (i.e., its surprisal) (Hale, 2001),
and the Smooth Signal Redundancy hypothesis
(Aylett and Turk, 2004) (and related theories includ-
ing Uniform Information Density (Fenk and Fenk,
1980; Levy and Jaeger, 2006) and Entropy Rate
Constancy (Genzel and Charniak, 2002)) demon-
strates that we produce linguistic signals that tend
towards uniform distributions of information, or
constant predictability.

Such theories rely on the conditional probability
of observing a linguistic unit in a particular context.
Traditionally, estimates of these probabilities were
obtained through statistical models such as n-grams
or PCFGs (Smith and Levy, 2013; Hale, 2001). By
comparison, large scale language models (LLMs)
like Transformers allow much greater degrees of
context to be integrated into probability estimates
(Vaswani et al., 2017). LLMs have enabled massive
progress across the continuum of NLP tasks (Wang
et al., 2019; Hu et al., 2020). As such, a recent
field of research has investigated the application of
LLMs for producing estimates of human surprisal.
Language model quality (measured by perplexity)
generally correlates with ability to predict aspects
of human perception behaviour– psychometric pre-
dictive power (Wilcox et al., 2020; Frank et al.,
2015; Levy, 2011; Goodkind and Bicknell, 2018).

The vast majority of psychometric predictive
power studies are based on monologue-like data
and involve perception of isolated sentences. How-
ever, the most natural, innate form of language-use
is communicative interaction; we learn to hold con-
versations with very little direct instruction where
as tasks related to the production or comprehen-
sion of monological data such as reading, writing,
or presenting require years of conscious effort to
master. Given the additional modelling capacity
of current LMs, there has been growing interest in
using them to apply classical language process-
ing theories to more natural forms of language
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like dialogue (Vega and Ward, 2009; Doyle and
Frank, 2015b,a; Giulianelli and Fernández, 2021;
Giulianelli et al., 2021). Results from these works
do not align neatly with findings about perception
of isolated sentences. This raises interesting ques-
tions about differences between information trans-
mission strategies employed in monological and
conversational settings, and suggests that the the
alignment of language models and human percep-
tual behaviour for monological and isolated linguis-
tic data may not extend to dialogue.

At the same time, the field of dialogue modelling
in NLP has grown substantially. Much of the re-
cent work in this field is geared towards leveraging
the structural differences between monologue and
dialogue data (Lowe et al., 2015; Wu and Xiong,
2020). Although this has increased performance
on dialogue modelling benchmark tasks such as
response selection and dialogue generation, it is un-
clear whether increased performance on these tasks
results in representations that align with human
perception (Wolf et al., 2019; Liu et al., 2020).

To understand whether representations of dia-
logue align with human perception of dialogue,
we ask how well language model outputs correlate
with human perception of dialogue turn acceptabil-
ity. To do so, we build on the novel perceptual task
of rating dialogue turn plausibility proposed in our
previous work (Wallbridge et al., 2022). First, we
study the nature of human expectations in dialogue.
By recasting the rating task as a discriminative
one, we find evidence that, similar to linguistic
acceptability judgements, human judgements of
dialogue turn plausibility are probabilistic rather
than deterministic (Lau et al., 2017). Next, we
establish the psychometric predictive power of dif-
ferent context-dependent text representations with
respect to this task by asking whether such repre-
sentations are predictive of dialogue plausibility
judgements. In previous work, we found a statisti-
cally significant but weak correlation between sur-
prisal estimates from a generative dialogue-based
language model and human plausibility scores for
(context, response) pairs (Wallbridge et al., 2022).
We use this paradigm here to investigate the pre-
dictive power of other language modelling styles.
In doing so, we find a strong correlation between
(context, response) scores from a masked LLM
fine-tuned towards response-selection and human
judgements. Interestingly, this model also achieves
“superhuman” response selection performance in

the sense that it obtains a higher accuracy than
participants. This finding, however, motivated our
analysis into response-selection dialogue models
and under what conditions they align with human
perception.

2 Language models and human language
perception

Multiple large-scale comparisons between the pre-
dictive power of different families of a language
models provide strong evidence for a relationship
between a language model’s quality and its predic-
tive power for human comprehension behaviour.
Behaviours include self-paced reading times and
gaze duration (Wilcox et al., 2020; Goodkind and
Bicknell, 2018; Meister et al., 2021), grammati-
cal acceptability judgements (Richter and Chaves,
2020; Lau et al., 2017; Warstadt et al., 2019; Meis-
ter et al., 2021), and brain response data (Frank
et al., 2015; Schrimpf et al., 2021). Other works
provide similar evidence for a close relationship
between surprisal and human language percep-
tion through improved language generation under
cognitive-inspired constraints (Wei et al., 2021).

Although the majority of these studies are based
on a constrained definition of perception using
isolated sentences, they already reflect evidence
that different comprehension tasks rely on differ-
ent types of linguistic expectations. Wilcox et al.
(2020) finds a dissociation between the syntactic
generalisation capability of LMs which is heavily
dependent on model architecture, and LM ability
to predict human reading times. Similar results
were found by Meister et al. (2021) – BERT is
highly predictive of acceptability judgements but
was described as “remarkably poor” for estimating
reading times.

These findings suggest that the alignment of lan-
guage model output and comprehension behaviours
is unlikely to generalise to the perception of dia-
logue.

2.1 Perception of dialogue acceptability

The majority of psycholinguistic language produc-
tion theories have been developed based on mono-
logical data analysed from a generative linguistics
perspective. However, dialogue perception differs
from the comprehension of monological data in
a number of fundamental aspects (Pickering and
Garrod, 2004). Dialogue has been described as
a game where participants only “win” if both un-
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derstand the dialogue (Lewis, 1969), or as a joint
process where interlocutors collaborate to build
common ground (Clark and Wilkes-Gibbs, 1986).
Context plays a much larger role in dialogue com-
prehension (Nieuwland and Berkum, 2006). As a
concrete example, Fernandez and Ginzburg (2002)
find that more than 11% of dialogue turns in the
British National Corpus are non-sentential in iso-
lation. Pragmatic context is particularly impor-
tant. Conversational acts such as backchanneling
or the use of adjacency and coordinate pairs tend
to have low lexical information density, but are
crucial for turn taking and grounding (Clark and
Wilkes-Gibbs, 1986; Kawahara et al., 2016).

The challenges of integrating such context into
language models has been highlighted by a hand-
ful of works investigating information transmission
strategies in communicative contexts. Giulianelli
et al. (2021) find that relevant contextual units in
dialogue should be topically and referentially co-
herent, and that defining these units depends on
the domain of discourse. Doyle and Frank (2015b)
find that common ground is a crucial aspect to ac-
count for when modelling information distribution
in Twitter dialogues. Vega and Ward (2009) present
evidence of uniform information density in spoken
dialogues, but note the importance of accounting
for non-lexical information as additional context.

To model information strategies in communica-
tion, language models should align with human
perception of dialogue acceptability. In this work,
we propose using the task of dialogue utterance
plausibility to quantify human perception of dia-
logue acceptability, and examine whether language
models align with this aspect of perception.

2.2 Language models and dialogue

Similarly to psycholinguistics, the vast majority of
NLP models have been developed based on mono-
logical data. However, interest in modelling in-
teraction and dialogue is booming, fuelled by the
development of commercial dialogue systems like
Apple Siri1 and Amazon Alexa2. Work related
to dialogue perception is also gaining interest, fo-
cused on tasks such as dialogue act classification
and dialogue coherence estimation (Shriberg et al.,
1998; Tran, 2020; Cervone et al., 2018). However,
it is unclear whether current dialogue-based LLMs
produce perceptually meaningful representations.

1https://www.apple.com/siri
2https://developer.amazon.com/alexa

Response selection Regardless of the down-
stream application, response selection has become
a pervasive task in dialogue modelling. A major
reason for this is that it doesn’t require annotated
labels. This self-supervised task is used through-
out dialogue modelling as both an evaluation met-
ric and a training signal. Given some degree of
dialogue history as an anchor, response selection
involves selecting the upcoming response from a
set of potential turns. This is a direct extension of
quintessential next-sentence-prediction task which
makes a strong assumption that there is a single
correct upcoming turn (Devlin et al., 2019). In this
work, we explore the extent to which this assump-
tion holds when making predictions in dialogue.

Response selection models, also known as
retrieval-based dialogue models, can be broadly
separated into two classes: bi-encoder models that
learn independent representations of responses and
their respective contexts, and cross-encoders which
encode the context and response as a single rep-
resentation before scoring them (Henderson et al.,
2020; Zhou et al., 2016; Wu et al., 2020, 2017a).
The latter often involve tuning a pre-trained lan-
guage model using dialogue-specific objectives
(Wolf et al., 2019; Han et al., 2021; Xu et al., 2020).
Such methods aim to make use of the representa-
tion capacity of pre-trained language models, while
also leveraging important and unique structural fea-
tures of dialogue data.

By encoding contexts and responses in isolation,
bi-encoders achieve cheaper training and inference
as representations can be cached. However, they
enforce a strong independence assumption between
contexts and responses. The separate encoders can
provide a weak notion of position (i.e., the same
lexical content may be encoded differently if it is
a response or a piece of context), however cross-
encoding captures much richer interactions.

Given the importance of response selection in
dialogue modelling, we explore here how well this
task aligns with the perception of spoken dialogue
acceptability. We also perform ablation studies to
better understand which aspects of model architec-
ture are important for response selection.

3 Experiments

3.1 Psychometric predictive power in spoken
dialogue transcripts

Data To investigate the relationship between repre-
sentations of dialogue and human perception, we
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make use of a dataset collected in our previous
work (Wallbridge et al., 2022) which comprises of
100 (context, response) pairs extracted from the
Switchboard Telephone Corpus, and their associ-
ated median plausibility scores. Switchboard is a
corpus of over 2,400 spontaneous chit-chat style
telephone conversations between 542 participants
covering 70 topics. It includes manual transcrip-
tions and turn segmentations (Godfrey et al., 1992).
Each of the 100 stimuli consists of a set of speaker
turns as context c = [c1, ..., ck] and an upcoming
response r where r is either the true upcoming turn
in the dialogue, or a turn sampled from the corpus.
Scores were collected by asking participants to rate
how plausible r is in the context of c on a scale
of 1-5 (“Very Unlikely” – “Very Likely”). Each
dialogue context c was presented in 10 pairs: with
the true upcoming turn, and 9 negative samples.

In this previous work, we found that people can
make relatively accurate discriminative judgements
regarding the true upcoming turn in a dialogue:
using the mean score per stimuli as a proxy for
turn selection, participants obtained an accuracy of
70% (Wallbridge et al., 2022). Plausibility scores
were also compared to surprisal estimates from
TurnGPT (Ekstedt and Skantze, 2020). Although
the relationship between plausibility scores and
TurnGPT surprisal estimates was found to be sta-
tistically significant, the correlation between them
was weak.

Here, we investigate the effect of language mod-
eling styles on psychometric predictive power, us-
ing both generative and retrieval-based language
models. To do so, we train a range of language
models towards the response selection task using
the Switchboard dataset. We split the corpus by
conversation into training, validation, and test sets
(80%, 10%, 10%). Transcripts are all lower-cased
and speech-based annotations such as pronuncia-
tion markers and speech events are removed.

Models:
Our models are all implemented in PyTorch

(Paszke et al., 2019) and pre-trained language mod-
els are obtained from the Transformers library
(Wolf et al., 2020).

To test generative model capabilities, we employ
TurnGPT. This architecture extends the standard
GPT-2 model of Radford et al. (2019) to dyadic in-
teraction by fine-tuning a pretrained GPT-2 model
with additional speaker embeddings and speaker
tokens to encode conversational structure (Ekstedt

Table 1: Correlations between human plausibility scores
and LM response scores. Scores are based on turn-level
surprisal estimates for TurnGPT, and the joint (context,
response) response selection score for BERT-FP.

Model Metric ρ p-value

TurnGPT

Stotal -0.302 0.002
Smean -0.392 <0.001
Srelative -0.395 <0.001
Smax -0.463 <0.001
Svar -0.346 0.001

BERT-FP RS Score 0.637 <0.001

and Skantze, 2020). For our experiments, we fine-
tune the pretrained GPT-2 model from the Trans-
formers library (Wolf et al., 2020) on our train-
ing portion of Switchboard using the augmented
TurnGPT cross-entropy loss.3

As has been done in previous studies of psy-
chometric predictive power, we obtain estimates
of response surprisal from TurnGPT using vari-
ous aggregates of token-level surprisal (Lau et al.,
2017; Meister et al., 2021; Wallbridge et al.,
2022). These include both global and local
definitions of surprisal. Global metrics include
Stotal, Smean, Srelative while local metrics include
Smax, Svar. See Appendix A for further details.

To test retrieval-based methods, we use the
BERT-FP architecture (Han et al., 2021). This
cross-encoder obtains state-of-the-art response se-
lection for written conversational benchmarks
including the Ubuntu (Lowe et al., 2015), E-
commerce (Zhang et al., 2018), and Douban (Wu
et al., 2017b) datasets. The model encodes the joint
(context, response) pair using pre-trained BERT
(Devlin et al., 2019). We use bert-base-uncased
from the Transformers library. The resulting BERT
[CLS] token is fed through a single-layer classi-
fier to produce a response selection score – the
relevance of the response given the context. We
fine-tune BERT-FP towards response selection on
our training portion of Switchboard using binary
cross entropy loss.4 See Appendix A for addi-
tional details of model training procedures. Rather
than computing response surprisal from word-
level model output, we obtain response plausibility
scores directly from the BERT-FP model.

3We implement our model using the TurnGPT Github
repository https://github.com/ErikEkstedt/TurnGPT

4We implement our model based on the BERT-FP Github
repository https://github.com/hanjanghoon/BERT_FP
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Table 2: Discriminative performance of people,
TurnGPT, and BERT-FP.

Model Metric F1 R10@1

Human
Mean score 0.783 0.7

Median score 0.800 0.8

TurnGPT
Max surprisal 0.435 0.3
Mean surprisal 0.538 0.4

BERT-FP Score 0.889 0.9

Input to both models consists of a set of speaker
turns context c = [c1, ..., ck] and response turn r
where context turns are separated by a special [eos]
token to denote a change in speaker. As per the
original BERT-FP implementation, we use a fixed
number of context turns (k = 3) (Han et al., 2021).

3.1.1 Correlation with plausibility perception
Table 1 show the correlations between model re-
sponse scores and human plausibility judgements.
Similar to previous works (Lau et al., 2017; Meis-
ter et al., 2021) and our own (Wallbridge et al.,
2022), we find a relatively weak correlation be-
tween TurnGPT surprisal metrics and plausibility
scores, as well as variation in correlation strength
between surprisal metrics.

Table 1 also shows the language model to have
a larger effect than surprisal metric. We find a
much stronger correlation between turn-plausibility
scores from humans and scores predicted by our
retrieval-based cross-encoder, BERT-FP, than for
TurnGPT surprisal estimates. This indicates that
the response selection task used to fine-tune BERT
generates a latent space that matches some aspects
of dialogue acceptability perception.

3.1.2 Discriminative performance
The plausibility scoring task can be reframed as re-
sponse selection by taking the mean score for each
(context, response) pair as the selection criterion,
using each of the scoring metrics. Table 2 provides
the response selection performance of our models,
as well as a benchmark of human consensus per-
formance for this task. We report both the standard
response selection accuracy metric R10@1 as well
as F1 score which denotes the highest linear clas-
sification accuracy that can be achieved across all
(context, response) pairs based on a given metric.

The response selection paradigm is used widely
throughout dialogue modelling. But to our knowl-
edge, this is one of the first investigations of how

well humans can judge upcoming responses. Peo-
ple can execute the response selection task rela-
tively well using a small amount of context, how-
ever their performance is not perfect in terms of
R10@1 accuracy.

Interestingly, we find that BERT-FP outperforms
people at this task, achieving higher accuracy and
F1 score. This “superhuman” performance is fur-
ther evidence that the response-selection objective
deviates from human perception of dialogue. We
provide a some qualitative observations of devia-
tions between model and human judgements below
(see Error Analysis).

Although TurnGPT showed weak to moderate
correlation with human judgements scores, it per-
forms very poorly in the response selection task
framing. Different surprisal definitions had rela-
tively large impacts on the correlation strengths re-
ported in Table 1, but these were not reflected in the
F1 scores. TurnGPT is trained using cross-entropy
loss over next-token prediction (autoregressive pre-
training), while BERT-FP is based on the masked
language modelling paradigm – these differences
in underlying pre-training could help explain per-
formance deviations and would be interesting to
explore in future work. We discuss these findings
further in section 4.

Error analysis: cross-encoders and humans
Neither BERT-FP nor human raters achieve per-
fect performance on the response selection framing.
However, their mistakes are different. The cross-
encoder succeeds on all three questions where hu-
mans did not rate the true response highest, and
vice versa for the question misranked by the model.

For all three stimuli that people misranked, the
true response obtained the second highest score
and had a mean plausibility score greater than 3.
In two of these cases, the highest-scoring response
was generic response (“mhm”, “yeah”) which is
plausible in a wide range of contexts. In the final
case, the highest scoring response was a question
that shifted the topic of conversation. We noted
this pattern in other stimuli: responses that initiated
topic shifts – often questions – were often rated as
somewhat likely by people but obtained low BERT-
FP scores.

In comparison, for the stimuli misranked by
BERT-FP, the true response obtained the 4th high-
est score. All four of the misranked stimuli in-
cluded two or more context turns, suggesting that
the amount of context is not necessarily a driving
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Figure 1: Sorted score sets per response selection stim-
uli for different models

factor in mistakes for either the model or people.
We also examine the rank correlation (Spearman

r) between human ratings and model scores on
a per-stimuli basis. Coefficients range from 0.33
to 0.93 (µ = 0.65 ± 0.18). The lowest correla-
tions are obtained for stimuli where the model only
scores a single response highly while the rest obtain
scores close to 0. The distributions of BERT-FP
scores across stimuli are more peaked than ratings
produced by people (see Figure 1). Surprisal met-
rics from TurnGPT show score distributions more
similar to human judgements, further highlighting
differences between these models.

3.2 Model ablation for response selection

Generative (TurnGPT) and retrieval-based (BERT-
FP) models display significantly different propen-
sities for psychometric predictive power and re-
sponse selection performance. We use ablation
studies to better understand which aspects of the
retrieval-based model architecture are valuable for
response selection. In particular, we consider

1. Independence of context and response encod-
ing: bi- versus cross-encoders

2. Inclusion of dialogue structure: [eos] tokens

3. Importance of fine-tuning.

Pre-trained LM Pre-trained LM

 Tc1

Classifer

Score

 T[eos]  Tc3  T[eos]...  Tr

Pre-trained LM

 Tc1

Classifer

 T[eos]  Tc3  T[eos]...  Tr

Score(A) (B) 

Figure 2: Architectures for (A) bi- and (B) cross-
encoders. Input is shown in SBERT format; T denotes
tokenized text. For BERT-based models, we prepend
all input sequences with a [CLS] token. Cross-encoder
input also contains a [SEP ] token before and after Tr.

Models: We compare cross- and bi-encoder net-
works, depicted in Figure 2. The cross-encoder ar-
chitecture is based on BERT-FP (Han et al., 2021)
which encodes the joint context and response pair
then feeds the resulting sequence representation
through a classification network. We experiment
with using both a single linear-layer classifier, or
three fully-connected ReLU layers with dropout
and a final sigmoid layer.

The bi-encoder style model follows the architec-
ture presented in (Henderson et al., 2020). Each
context and response is encoded in isolation us-
ing a shared, pre-trained language model. Context
and response representations are then concatenated
and fed through the same binary classifiers as the
cross-encoder architectures.

We test scores based on both BERT [CLS] to-
kens and SBERT sequence representations (De-
vlin et al., 2019; Reimers and Gurevych, 2019).
SBERT representations are produced by mean pool-
ing fine-tuned token representations from BERT.
We use bert-base-uncased for BERT-based mod-
els and all-MiniLM-L6-v2 for SBERT, both ob-
tained from the Transformers library.

All models are trained towards the response se-
lection task with a binary cross entropy loss on our
training portion of Switchboard. We train models
with the underlying LM in frozen and unfrozen
scenarios.

3.2.1 Results
We present a simple baseline for response selec-
tion: minimizing the Euclidean distance between
pre-trained SBERT representations of (context, re-
sponse) pairs. This outperforms many of the ab-
lated models discussed hereafter (see Table 3).

Independence of context and responses Al-
though bi-encoders achieve cheaper training and
inference by encoding contexts and responses in
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Table 3: Response selection accuracy R10@1 for models based on SBERT. The SBERT baseline (response selection
based on euclidean distances between pre-trained SBERT representations of context and responses) achieves an
R10@1 of 0.480

Encoding Strategy R10@1 accuracy
Linear Classifier + unfreeze Non-linear Classifier + unfreeze

Bi-encoder 0.102 0.105 0.455 0.507
Cross-encoder 0.236 0.465 0.307 0.472
Cross-encoder + [eos] 0.216 0.611 0.306 0.612

Table 4: Response selection accuracy R10@1 for models based on BERT [CLS]

Encoding Strategy R10@1 accuracy
Linear Classifier + unfreeze Non-linear Classifier + unfreeze

Bi-encoder 0.103 0.104 0.212 0.316
Cross-encoder + [eos] 0.324 0.675 0.346 0.673

isolation, they lack the rich contextualisation of
cross-encoders. Previous work reports better re-
sponse selection performance from cross-encoders
for written dialogue (Urbanek et al., 2019). How-
ever, recent spoken dialogue research (Fuscone
et al., 2020) as well as our own (Wallbridge et al.,
2021) has shown that both people and models can
make predictions about upcoming conversational
turns based on small amounts of context. We there-
fore compare bi- and cross- encoding strategies to
understand the value of such contextualisation in
the domain of spoken dialogue.

Tables 3 and 4 show that bi-encoders require a
classifier with some degree of non-linearity. Re-
gardless of whether the underlying language model
is frozen or not, bi-encoders with a linear classifier
do not improve on chance performance. In compar-
ison, the cross-encoder improves on chance even
with a frozen language model and a linear classifier.
This is the case for both SBERT- and BERT-based
models, indicating that masked language model
pre-training extracts information that is of some
value for predicting upcoming dialogue turns.

When non-linearity is introduced in the classifier,
bi-encoding outperforms cross-encoding by quite
a margin on top of a frozen SBERT model. This
may reflect similarities between response selection
and the SBERT training objective of contrastive
sentence similarity (Reimers and Gurevych, 2019).
We verify that this result was not caused by the
special [eos] turn delimeter that wasn’t seen during
cross-encoder pre-training by training the same
model without this token added to the input.

Regardless of the underlying LM, the per-

formance gap between unfrozen bi- and cross-
encoders indicates that the lack of contextualisation
may cap bi-encoder performance. This difference
confirms that fine-grained contextualisation is im-
portant for dialogue representations.

Dialogue structure: the importance of [eos]
The effect of special tokens like [eos] on the be-
haviour of large LMs is an active research area.
Some works have found such tokens to have detri-
mental effects on the generalisability of generative
models (Newman et al., 2020) but many recent
models for dialogue representation rely on these
tokens to capture structural characteristics of dia-
logue (Gu et al., 2020; Wolf et al., 2019).

Comparing the cross-encoder performance with
and without [eos] in Table 3 shows that explicit
turn information is extremely valuable for response
selection performance.

Fine-tuning The importance of pre-trained lan-
guage models in NLP can’t be understated, how-
ever spoken dialogue is fundamentally different to
the monological text used for pre-training. Similar
to previous work investigating the importance of
fine-tuning with dialogue data, we find that pre-
trained BERT representations do contain some use-
ful information for response selection, but that fine-
tuning towards the target task is still important (No-
ble and Maraev, 2021). In addition, we find that
fine-tuning is much more beneficial when dialogue
structure information is provided explicitly via the
[eos] token.
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Figure 3: Response selection accuracy vs. psychometric
predictive power

3.3 Is response selection performance a proxy
for Psychometric Predictive Power?

Given the range of response selection results from
our ablations, we consider the relationship be-
tween response selection performance and corre-
lation with human plausibility judgements (PPP).
We find a strong correlation between the two:
ρ = 0.84. This relationship is marginally stronger
if a larger range of response selection accuracies are
considered; comparing response selection perfor-
mance measured as

∑
k∈{1,2,5}[R10@k] and PPP

produces a correlation of ρ = 0.86. To ensure this
correlation was not dominated by human response
selection ability, we also computed this correlation
across only negative responses and found a simi-
larly strong correlation of model response selection
performance and human scores (ρ = 0.82).

This indicates that response selection perfor-
mance can be used as a coarse proxy for how well
a model may correlate with human turn plausibility
judgements. However, response selection perfor-
mance patterns (e.g. SBERT cross-encoding out-
performing bi-encoding) are not reflected in this
relationship. Although the modelling capacity of
the classifier (i.e., linear versus non-linear) did not
have much effect on the response selection per-
formance of cross-encoders (see pairs of points
grouped around R10@1 of 0.47, 0.61, 0.67 in Fig-
ure 3), the impact on PPP is larger.

4 Discussion

Using the task of upcoming dialogue turn predic-
tion, we presented a benchmark for human per-
formance on the widely-used task of response se-
lection: people are able to do this task, but not
perfectly. To the best of our knowledge, this is
the first investigation into the perceptual validity
of response selection for spoken dialogue tran-
scripts. Urbanek et al. (2019) measure human re-

sponse selection using stimuli from written dia-
logues grounded in a virtual world, using sets of 20
responses. However, they note that the large num-
ber of negative samples makes obtaining reliable
judgements from participants difficult. The rating
paradigm proposed here avoids these issues, pro-
vides information about perceptual certainty, and
is independent of the choice of negative samples.

Human performance showed that a fundamental
assumption of response selection – that a single
“correct” upcoming turn can be predicted from pre-
vious context – does not reflect the reality of per-
ception with respect to dialogue acceptability. This
result supports findings in cognitive science that
linguistic perception of acceptability is intrinsically
probabilistic (Lau et al., 2017; Chater et al., 2006).

We then used this quantification of dialogue ac-
ceptability perception to establish the psychome-
tric predictive power of different language model
families, finding that response selection perfor-
mance can be used as a coarse proxy for align-
ment with this aspect of perception, but only to
a certain extent. Strong correlation of BERT-FP
scores and human plausibility ratings suggests
that, as a training objective, the discriminative
response selection task does align with some as-
pects of dialogue acceptability perception. How-
ever, this model achieved “superhuman” response
selection performance. Qualitative differences in
response scoring detailed in Section: Error Anal-
ysis also indicate that this disciminative training
paradigm doesn’t capture the open-ended nature
of dialogue acceptability perception. On the other
hand, TurnGPT produced a moderate correlation
with plausibility judgements, but performed poorly
at response selection. (Urbanek et al., 2019; Wu
and Xiong, 2020) report similar findings regarding
the response selection performance of generative
models compared to retrieval-based models. We
conducted preliminary analysis of quantitative and
qualitative differences between autoregressive and
masked LMs, however given that language model
architecture is known to significantly affect psycho-
metric predictive power measured by other percep-
tual tasks (Wilcox et al., 2020), we believe this to
be a fruitful avenue for future investigation.

Finally, to investigate the strong correlation be-
tween the cross-encoder-style BERT-FP scores and
perceptual judgements of upcoming dialogue turns,
we ablated aspects of the model. In particular,
we examined the importance of contextualisation
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in dialogue representations, the value of includ-
ing turn-taking structure, and whether pre-training
is beneficial. Our bi-encoder models provided a
small amount of dialogue structure information,
however, even our best-performing bi-encoder only
marginally outperforms our baseline of simply mea-
suring the distance between SBERT embeddings
for response selection. This may suggest that this
method of encoding dialogue structure is too weak.
Cross-encoding, on the other hand, provides much
more granular contextualisation. We found cross-
encoders to be much less sensitive to the capacity of
the classifier than bi-encoders. Our cross-encoder
outperformed the SBERT baseline and bi-encoders
by a large margin when dialogue structure is ex-
plicitly encoded in the input (as [eos] tokens). In-
clusion of dialogue structure information and fine-
tuning towards response selection boosted response
selection accuracy by over 30 absolute percentage
points, highlighting the value of turn structure in-
formation for response selection models.

5 Conclusions

In this study, we extend the concept of psycho-
metric predictive power for language models to
dialogue. We define the perceptual behaviour to
be predicted in terms of expectations regarding up-
coming dialogue turns, and ask whether different
styles of language model are predictive of dialogue
turn acceptability judgements from humans.

Using transcripts of spoken dialogue, we find a
strong correlation between the two, but not for all
models: masked language models produce higher
correlations than their autoregressive counterparts.
Ablation studies demonstrate that features of cross-
encoders which enable fine-grained contextualisa-
tion are important for alignment with human accept-
ability judgements. Framing the turn acceptability
rating task as discriminative response selection, we
present a benchmark for human performance on
this task, one of the first to our knowledge. Com-
parisons between human and model performance
on this widely-used dialogue objective indicate that
response selection can be used as a coarse proxy
for alignment with perception of dialogue turn ac-
ceptability but only to a certain extent. Human per-
ception of dialogue turn acceptability is inherently
probabilistic and models make different mistakes
compared to humans.

We hope that these findings encourage develop-
ment of more perceptually-motivated evaluation

and training paradigms in dialogue modelling.

6 Limitations

Psychometric predictive power has so far been con-
tained to isolated sentence comprehension studies.
This work takes steps to extend the notion of psy-
chometric predictive power to more natural forms
of language processing: comprehension of commu-
nication. Given that this is an exploratory study,
there are many limitations, many of which we con-
sider to be potential directions for future work.

The definition for perception used throughout
this study is as generic as possible: predicting up-
coming turns. However, there is ample evidence
that linguistic processing is task-dependent (Huet-
tig and Guerra, 2019; Huettig et al., 2020). Ex-
ploring other quantifications for the perception of
dialogue acceptability would be an interesting av-
enue for future work. Similarly, features of com-
munication such as turn-taking are known to vary
across languages and cultures (Skantze, 2021). As
such, is it unclear how well the findings presented
in this work generalise to other styles and forms of
conversation.

All of the turn representations in this work are
based on a fixed number of turns as context, how-
ever we should also study whether the amount of
context affects LM alignment with human judg-
ments. In our previous work, we found the amount
and type of context to affect human performance
(Wallbridge et al., 2021), while Henderson et al.
(2020) show that it affects response selection per-
formance in models.

Previous works have studied surprisal estimates
computed from different aggregates of word-level
estimates from LMs (Lau et al., 2017; Meister et al.,
2021; Wallbridge et al., 2022). These surprisal
definitions are useful for testing psycholinguistic
theories about information transmission strategies
such as Uniform Information Density (Fenk and
Fenk, 1980; Levy and Jaeger, 2006) and Entropy
Rate Constancy (Genzel and Charniak, 2002), how-
ever we found stronger correlations with human
judgements by using language models to compute
plausibility scores directly. Understanding the gap
between these scores and aggregate word-level sur-
prisal estimates could inform more complex defini-
tions of surprisal.

Although response selection is a pervasive train-
ing objective in dialogue representation research,
there is a growing body of work refining this
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task, and learning representations using additional
dialogue-centric learning objectives such as detec-
tion of turn insertions or deletions (Qiu et al., 2021;
Lee et al., 2021). Future work could consider how
these training signals affect the psychometric pre-
dictive power of models with respect to both re-
sponse selection and plausibility judgements.

This study has been restricted to the lexical
component such dialogues. However, perception
and production of linguistic signals are dependent
on the modality available for transmission, and
what information transmission channels it provides
(Rowe, 1999; Alaçam et al., 2020). Perception
of spoken dialogues and their transcripts has been
shown to differ (Wallbridge et al., 2021, 2022), and
findings for uni-modal data don’t necessarily gen-
eralise to multi-modal settings (Bujok et al., 2022).
We leave the extension of a similar analysis on the
acoustic speech signal for future work.
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A Language Models

A.1 Fine-tuning language models

We employ a range of language models to explore
alignment with dialogue acceptability perception
and response selection performance, including au-
toregressive, masked, and sequence-level models.

TurnGPT TurnGPT is a variant of GPT-2 (Rad-
ford et al., 2019), an autoregressive Transformer-
based model (Vaswani et al., 2017) with 117M
parameters. As reported in the main paper, our
implementation is based on the pretrained GPT-2
model from the Transformers library (Wolf et al.,
2020). We fine-tune the GPT-2 model following the
procedure laid out by (Ekstedt and Skantze, 2020).
Use our training portion of Switchboard, we train
with the cross-entropy loss of the original GPT-2
model and default parameters. We fine-tune with
early stopping, and achieve our best model in terms
of validation loss after 2 epochs of training.

BERT-FP We employ BERT-FP to test retrieval-
based dialogue models (Han et al., 2021). The
architecture includes a simple linear MLP on top
of a BERT model (Devlin et al., 2019). The orig-
inal paper presents a two-stage training strategy
for response selection. First, the model is post-
trained using the task of utterance relevance clas-
sification, then it is fine-tuned towards response
selection. To facilitate comparisons across architec-
tures, we report experiments involving fine-tuning
with no post-training in the main paper. How-
ever, we find that following the full procedure of
post-training before fine-tuning increases response
selection accuracy R10@1 by 3 absolute points
(R10@[1, 2, 5] = 0.705, 0.840, 0.975).

As reported in the main paper, we implement
this model using Pytorch and the pre-trained
bert-base-uncased BERT model from the Trans-
formers library. The full model has 109,483,777
trainable parameters. Fine-tuning is done with a
cross-entropy loss. The response selection training
set consists of an even split of positive and nega-
tive (context, response) pairs. Negative pairs are
generated by sampling a turn from the elsewhere
in the training set. To maintain consistency with
BERT pre-training, joint (context, response) pairs
are presented in the following format:

([CLS], c1, [eos], ..., ck, [eos], [SEP ], r, [SEP ])
(1)

where the [eos] token represents the end of a
speaker’s turn.

We follow the fine-tuning procedure from the
BERT-FP paper. First, this involves splitting con-
versations into short (context,response) segments,
resulting in 267,562 samples for training the cross-
and bi-encoders. Second, fine-tuning is imple-
mented using recent “BERTology” research to mit-
igate one of the pervasive issues with fine-tuning
large, pre-trained LMs: training instability (Mos-
bach et al., 2021; Merchant et al., 2020). Com-
pared to the BERT fine-tuning approach presented
in Devlin et al. (2019), this involves using smaller
learning rates with bias correction to avoid vanish-
ing gradients early in training, and increasing the
number of epochs. We use a batch size of 16 and
make use of the Pytorch AdamW optimizer with
an initial learning rate of 1e− 5. With early stop-
ping, out best model in terms of validation loss is
achieved at epoch 8.

Bi- and Cross-encoders For our ablation stud-
ies, we test a number architectural choices, includ-
ing bi- versus cross-encoder set-ups, linear versus
non-linear classifiers, and sequence representations
from the BERT [CLS] token or SBERT representa-
tions (bert-base-uncased for BERT-based mod-
els and all-MiniLM-L6-v2 for SBERT; both mod-
els are both from the Transformers library). These
are all build on the same codebase as our BERT-FP
experiments. We fine-tune all of these architectures
following the procedure described above for BERT-
FP. As reported in the main paper, the classifiers
consist of either a single linear-layer classifier, or
three fully-connected ReLU layers with dropout
and a final sigmoid layer.

To match the BERT input format, joint (context,
response) pairs are presented in the following for-
mat for SBERT models:

(c1, [eos], c2, [eos], c3, [eos], r) (2)

A.2 TurnGPT surprisal definitions
We compute response scores from TurnGPT using
various sequence-level surprisal definitions from
previous works (Lau et al., 2017; Meister et al.,
2021; Wallbridge et al., 2022). These include
global surprisal metrics which account for surprisal
at the turn level (Stotal, Smean, Srelative), and local
netrics which provide more granular information at
the token level (Smax, Svar). For a given (context
c, response r) pair, each metric is defined as
follows:

Stotal(r|c) =
∑N

n=1[S(rn|r<n, c)]
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Smean(r|c) = 1
N

∑N
n=1[S(rn|r<n, c)]

Srelative(r|c) = Smean(r|c)− Smean(r)

Smax(r|c) = max[S(rn|r<n, c)]

Svar(r|c) =
1

N−1

∑N
n=2[S(rn|r<n, c)− S(rn−1|r<n−1, c)]

2

B Error Analysis: Corpus Excerpts

Tables 5, 6, 7, 8 contain examples of the stim-
uli collected in our previous work (Wallbridge
et al., 2022) along with associated scores from both
human participants, and the BERT-FP language
model. Each stimuli consists of a variable num-
ber of conversational turns as context (1-4), and
10 potential upcoming responses (one of which is
the true response in the particular conversation).
Participants were presented with a context and a
single response, and were tasked with rating how
plausible the response was given the context.

Tables 5, 6, 7 show human misrankings while
Table 8 contains the stimuli misranked by BERT-
FP.
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Table 5: Example of response selections stimuli (sw3512_14) with human and BERT-FP scores.
Table (A) contains the set of conversational turns provided as context. Table (B) contains the set of 10 responses–
these include the True upcoming turn for the given context and the 9 negative samples. Each response is displayed
with it’s true response label, the median plausibility score it recieved from participants (collected in our previous
work (Wallbridge et al., 2022) study), and its BERT-FP response score.

(A) Context Speaker A that’s right
Speaker B and then it’s just so noisy that you can’t visit
Speaker A oh i know
Speaker B know and normally when i’m eating out i you know

with people and i wanna sit and talk i mean

(B) Responses Human BERT-FP Transcript

Negative 4.50 0.57 mhm
True 4.40 0.99 that’s the half the fun is the conversation right

Negative 3.83 0.60 dear
Negative 3.40 0.15 true you know and you have to start thinking about is

it is it worth spending the money to go see it or shall
i just wait

Negative 2.60 0.12 hello
Negative 2.00 0.17 but a lot of the stuff they do really you know evidently

is pretty easy but i’ve just never
Negative 2.00 0.00 was lonely and she needed company for her mother

and so she opened a nursing home and initially started
with eight ladies

Negative 1.80 0.02 it’s uh it’s about an eight or nine hour drive really i
make it in two days because i i don’t push it

Negative 1.75 0.03 yeah when he played Danny Boy it just almost
brought tears to your eyes because he can make that
flute sing

Negative 1.40 0.01 yeah it’s raining out here and i just steam cleaned my
carpet today and i really don’t wanna let the dog in
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Table 6: Example of response selections stimuli (sw4040_20) with human and BERT-FP scores.

(A) Context Speaker A say you went back to school
Speaker B the wife went back to school
Speaker A i see uhuh
Speaker B he’s been there for almost a year now

(B) Responses Human BERT-FP Transcript

Negative 4.83 0.51 yeah
True 4.50 0.94 um gee i think where where does she go to school

Negative 3.00 0.06 what kind of things have you read
Negative 2.60 0.40 but that that’s if
Negative 2.25 0.04 um she was referred to me by a couple of people and

she turned out to be wonderful i couldn’t have asked
for anything better i don’t think

Negative 2.20 0.01 it’s so much easier to sit there and besides i can be
doing other things and still listening to the news

Negative 2.00 0.01 you you say show music like Broadway musical type
show music

Negative 2.00 0.02 and you they find everything i mean they find out
everything about you they want to know your you
know where you live what you do what you know
and some of the questions

Negative 1.50 0.07 the starter was Bosch American so
Negative 1.17 0.00 that’s there for direct yeah the direct sun beating on

it yeah that’s right

Table 7: Example of response selections stimuli (sw3959_32) with human and BERT-FP scores.

(A) Context Speaker A uhuh oh my
Speaker B down in Houston for um several years seven years

and then uh my son is a CPA another has a business
degree

(B) Responses Human BERT-FP Transcript

Negative 4.80 0.63 before that did he go somewhere else or
True 3.60 0.93 my

Negative 2.33 0.00 that uh lots lots of new uh newsmen were created dur-
ing that so it will be interesting to see what happens

Negative 2.00 0.00 you know with um the US funding Israel and you had
the um Soviet Union funding the Arab countries

Negative 1.67 0.58 um yeah
Negative 1.67 0.02 uh what kind of lawn and garden work do you wind

up doing
Negative 1.50 0.08 something that we’re looking forward to
Negative 1.25 0.00 painted on T-shirts or sweat shirts at all
Negative 1.00 0.01 i do know of a way to get around the computer gen-

erated calls
Negative 1.00 0.00 we try to stay away from those things which might

have uh salmonella in them
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Table 8: Example of response selections stimuli (sw2303_59) with human and BERT-FP scores.

(A) Context Speaker A so they’re going to be
Speaker B that’s another and that’s another interesting question

should judges be elected or appointed

(B) Responses Human BERT-FP Transcript

True 4.60 0.18 that’s true that’s true well
Negative 4.00 0.50 hm
Negative 2.80 0.90 idea
Negative 2.60 0.01 anyway what do you think we’ve gained from the

space flights
Negative 2.40 0.49 makes you wish they had uh still had indentured

servitude for this sort of thing
Negative 1.25 0.12 mean like those you know twenty thousand dollar

toilets
Negative 1.17 0.14 well the the you know those little arms are supposed

to twist almost any
Negative 1.00 0.00 yeah it’s nothing but woods up here
Negative 1.00 0.00 it’s uh it’s about an eight or nine hour drive really i

make it in two days because i i don’t push it
Negative 1.00 0.00 i i i used to exercise at night and i found that you

don’t come home tired you come home with a new
found energy so you
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