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Abstract

Document-level relation extraction (DocRE)
is the task of identifying all relations between
each entity pair in a document. Evidence, de-
fined as sentences containing clues for the re-
lationship between an entity pair, has been
shown to help DocRE systems focus on rel-
evant texts, thus improving relation extraction.
However, evidence retrieval (ER) in DocRE
faces two major issues: high memory con-
sumption and limited availability of annota-
tions. This work aims at addressing these issues
to improve the usage of ER in DocRE. First,
we propose DREEAM, a memory-efficient ap-
proach that adopts evidence information as the
supervisory signal, thereby guiding the atten-
tion modules of the DocRE system to assign
high weights to evidence. Second, we propose
a self-training strategy for DREEAM to learn
ER from automatically-generated evidence on
massive data without evidence annotations. Ex-
perimental results reveal that our approach ex-
hibits state-of-the-art performance on the Do-
cRED benchmark for both DocRE and ER. To
the best of our knowledge, DREEAM is the
first approach to employ ER self-training’.

1 Introduction

Document-level relation extraction (DocRE) has
been recognized as a more realistic and challeng-
ing task compared with its sentence-level coun-
terpart (Peng et al., 2017; Verga et al., 2018; Yao
et al., 2019). In DocRE, an entity can have multi-
ple mentions scattered throughout a document, and
relationships can exist between entities in different
sentences. Therefore, DocRE models are expected
to apply information filtering to long texts by fo-
cusing more on sentences relevant to the current
decision of relation extraction (RE) and less on ir-
relevant ones. To this end, existing studies retrieve
supporting evidence (evidence hereafter, Yao et al.,

'The source code is available at https://github.com/
YoumiMa/dreeam

The Archbishop
[1] "The Archbishop" is the third episode of the first series of the BBC
sitcom Blackadder ( The Black Adder ). [2] It is set in England in the late
15th century, and follows the exploits of the fictitious as
he is invested as Archbishop of Canterbury amid a Machiavellian plot by
the King to acquire lands from the Catholic Church.

Subject:
Object: Blackadder

Relation: present in work
Evidence: 1,2

Figure 1: Example document and one of the relation
triples from DocRED, where the i-th sentence is marked
with [i] in the beginning. Mentions in bold italics are
those of subjects and objects, whereas entity mentions
other than subject and object are underlined.

2019), a set of sentences necessary for humans to
identify the relation between an entity pair (Huang
etal., 2021a,b; Xie et al., 2022; Xiao et al., 2022;
Xu et al., 2022). As shown in Figure 1, to decide
the present in work relation between Prince Ed-
mund and Blackadder, reading sentences 1 and 2
should be sufficient. Although sentences 5 and 6
also mention the subject, they are irrelevant to the
relation decision. Evidence of the relation triple
(Prince Edmund, present in work, Blackadder) is
thus defined as sentences 1 and 2.

Despite the usefulness of evidence, automatic
evidence retrieval (ER) faces two major issues.
Firstly, the existing approaches for ER are memory-
inefficient. Previous systems tackle ER and DocRE
as separate tasks, introducing extra neural network
layers to learn ER with DocRE jointly (Huang et al.,
2021a; Xie et al., 2022; Xiao et al., 2022). The ER
module typically involves a bilinear classifier that
receives entity-pair-specific embeddings and sen-
tence embeddings as the input. To compute the
evidence score of each sentence for each entity
pair, the module must walk through all (entity pair,
sentence) combinations. The computations signifi-
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cantly increase memory consumption, particularly
in documents with numerous sentences and entities.
Secondly, the availability of human annotations
of evidence is limited. To make matters worse,
gold training data for DocRE are more expensive
to annotate than those for their sentence-level coun-
terpart. Despite the difficulty of obtaining human
annotations, acquiring evidence annotations at a
low cost has been underexplored. Although auto-
matically collecting silver training data for RE by
distant supervision (Mintz et al., 2009; Yao et al.,
2019), locating evidence for a sliver RE instance in
the document is nontrivial.

This work aims at alleviating these issues to
improve the usage of ER in DocRE. To reduce
the memory consumption, we propose Document-
level Relation Extraction with Evidence-guided
Attention Mechanism (DREEAM), a memory-
efficient approach for incorporating DocRE with
ER. We adopt ATLOP (Zhou et al., 2021), a
Transformer-based DocRE system widely used in
previous studies (Xie et al., 2022; Tan et al., 2022a;
Xiao et al., 2022), as the backbone. Instead of intro-
ducing an external ER module, we directly guide
the DocRE system to focus on evidence. Specifi-
cally, we supervise the computation of entity-pair-
specific local context embeddings. The local con-
text embedding, formed as a weighted sum among
all token embeddings based on attention from the
encoder, is trained to assign higher weights to evi-
dence and lower weights otherwise.

To compensate for the shortage of evidence anno-
tations, we propose performing ER under a weakly-
supervised setting. Specifically, we design a strat-
egy to perform self-training with DREEAM on
massive, unlabeled data. The data is obtained from
distant supervision (distantly-supervised data here-
after) and thus is automatically annotated with
relation labels but not evidence labels. We ex-
pect the knowledge about ER learned from the
human-annotated data to generate and grow on the
distantly-supervised data. To enable self-training,
we first adopt a teacher model trained on human-
annotated data to retrieve silver evidence from
distantly-supervised data. Next, we train a student
model on the data for RE while learning ER from
the silver evidence. The student model is further
finetuned on the human-annotated data to refine its
knowledge. Experiments on the DocRED bench-
mark (Yao et al., 2019) show that with the help of
ER self-training, DREEAM exhibits state-of-the-

art performance on both RE and ER.

In short, the contributions of this work are: (1)
We propose DREEAM, a memory-efficient ap-
proach to incorporate evidence information into
Transformer-based DocRE systems by directly
guiding the attention. DREEAM does not intro-
duce any extra trainable parameters for ER while
achieving good performance on both RE and ER.
(2) We propose incorporating distantly-supervised
RE training with ER self-training, which improves
the performance on both tasks. To the best of our
knowledge, DREEAM is the first DocRE system
that enables joint training of ER and RE under a
weakly-supervised setting.

2 Preliminary

2.1 Problem Formulation

Given a document D containing sentences Xp =
{xz}llilf | and entities £p) = {ez}‘f:ﬁ' DocRE aims
to predict all possible relations between every entity
pair. Each entity e € £p is mentioned at least once
in D, with all its proper-noun mentions denoted
as M, = {mz}‘li/lfl Each entity pair (e, €,) can
hold multiple relations, comprising a set R, C R,
where R is a pre-defined relation set. We let the
set R include €, which stands for no-relation. Ad-
ditionally, if an entity pair (es, €,) carries a valid
relation 7 € R\{e}, ER aims to retrieve the sup-
porting evidence Vs, , C X'p that are sufficient to

predict the triplet (es, 7, €,).

2.2 ATLOP

This section reviews ATLOP, the backbone of our
proposed method.

Text Encoding Before encoding, a special token
* is inserted at the beginning and the end of each
entity mention. Then, tokens Tp = {ti}g‘ within
document D are encoded with a Transformer-
based pretrained language model (PLM, Vaswani
et al., 2017) to obtain token embeddings and cross-
token dependencies. Although the original ATLOP
adopts only the last layer, this work takes the av-
erage of the last three layers?. Specifically, for a
PLM with d hidden dimensions at each transformer
layer, the token embeddings H and cross-token
dependencies A are computed as:

H,A =PLM(Tp), ey

ZPilot experiments showed that using the last 3 layers
yields better performance than using only the last layer.
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where H € RI7p|*? ayerages over hidden states
of each token from the last three layers and A €
RI7o[x|7p] averages over attention weights of all
attention heads from the last three layers.

Entity Embedding The entity embedding h. €
R? for each entity e with mentions M, =
{mz}‘M <l is computed by collecting information
from all its mentions. Specifically, logsumexp
pooling, which has been empirically shown to be
effective in previous studies (Jia et al., 2019), is
adopted as: h. = log Z' - exp( m;)» Where
H,,, is the embedding of the special token * at the
starting position of mention m;.

Localized Context Embedding To better utilize
information from long texts, ATLOP introduces
entity-pair specified localized context embeddings.
Intuitively, for entity pair (e, €,), tokens impor-
tant to both e, and e, should contribute more to
the embedding. The importance of each token is
determined by the cross-token dependencies A ob-
tained from Equation 1. For entity eg, the impor-
tance of each token is computed using the cross-
token dependencies of all its mentions M., . First,
ATLOP collects and averages over the attention
A,,, € RITpl at the special token * before each
mention m; € Mg, to get as € RI72! as the im-
portance of each token for entity es. Then, the
importance of each token for an entity pair (e, €,),
noted as ¢(*°) e RI?  is computed from a, and

a, as:
as o a,

g = ———=, )
ag a,

where o stands for the Hadamard product. q(5©) is
thus a distribution that reveals the importance of
each token for entity pair (es, e,). Subsequently,
ATLOP performs a localized context pooling,

c(s,o) _ I_ITq(s,o)7 3)

where ¢(*° e R? is a weighted average over all
token embeddings.

Relation Classification To predict the relation

between entity pair (es, €,), ATLOP first generates

context-aware subject and object representations:
z, = tanh(W[he,; ¢*%] + by) “4)
2z, = tanh(W,[h.,; 9] + b,),  (5)

where [-; -] represents the concatenation of two vec-
tors and W, W, € R4*2¢ p_ b, € R? are train-

able parameters. Then, a bilinear classifier’ is ap-
plied on the context-aware representations to com-
pute the relation scores y(©) € RIRI:

y(sp) = ZJWTZO + bry (6)

where W, € RIRIxdxd and b € RIRI are trainable
parameters. The probability that relation » € R
holds between entity e, and e, is thus P(r|s,0) =

a(yfns’o)), where o is the sigmoid function.

Loss Function ATLOP proposes Adaptive
Thresholding Loss (ATL) that learns a dummy
threshold class TH during training, serving as a dy-
namic threshold for each relation class r € R. For
each entity pair (es, €,), ATL forces the model to
yield scores above TH for positive relation classes
Rp and scores below TH for negative relation
classes R, formulated as below:

fe=-3 Y

s#or€Rp Er 'eRpU{TH} exp(yﬁf’o))

exp(y?)

D1 ERNU{TH} eXp@/S’O))

exp(yt™)

(7

The idea of setting a threshold class is similar to
the Flexible Threshold (Chen et al., 2020).

3 Proposed Method: DREEAM

To perform information filtering, ATLOP computes
a localized context embedding based on attention
weights from the Transformer-based encoder. The
rationale is that cross-token dependencies are en-
coded as attention weights in Transformer lay-
ers. In this work, we propose DREEAM to en-
hance ATLOP with evidence. In addition to the
automatically-learned cross-token dependencies,
the attention modules are supervised to concentrate
more on evidence sentences and less on others.
DREEAM can be employed for both supervised
and self-training, sharing the same architecture
with different supervisory signals, as shown in Fig-
ure 2 (a). Inspired by Tan et al. (2022a), we propose
a pipeline to enable self-training of ER, with the
data flow shown in Figure 2 (b). First, we train a
teacher model on human-annotated data with gold
relations and evidence labels. Next, we apply the
trained teacher model to predict silver evidence for

3In practice, a grouped bilinear classifier (Zheng et al.,
2019) is applied to save memory.
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(a) Model architecture of DREEAM.
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(b) Information flow of self-training using DREEAM.

Figure 2: Model architecture and the information flow during self-training. In (a), gold/silver evidence distributions
come from human-annotations/the teacher model. In (b), arrows represent the direction of knowledge transfer.

the distantly-supervised data. Then, we train a stu-
dent model on the distantly-supervised data, with
ER supervised by the silver evidence. Finally, we
finetune the student model on the human-annotated
data to refine its knowledge. The rest of this section
introduces the training processes of the teacher and
student models, followed by the inference process.

3.1 Teacher Model

For each entity pair (s, 0), we guide g(>°) with an
evidence distribution to help generate an evidence-
centered localized context embedding. While q5)
yields token-level importance for e, and e,, we can
obtain only sentence-level evidence from human
annotations, as shown in Figure 1. To alleviate
this gap, we sum the weight of each token within
a sentence. Specifically, for a sentence x; € Xp
consisting of tokens fsTarT(z;) - - - » LEND(z;)> WE
obtain the sentence-level importance as:

END(z;)

%= 3 g ®)

j=START(x;)

Collecting the importance of all sentences yields
a distribution p(>°) € RI*DI that expresses the
importance of each sentence within the document.

We further supervise p(*©) for each entity pair
(es, €,) using a human-annotated evidence distri-
bution computed from gold evidence. First, we
define a binary vector v(*™°) ¢ RI*Dl for each
valid relation label r € R, C R\{e} that records
whether each sentence x; € Xp is evidence of the

relation triple (e, r, €,) or not. For example, if x;

is evidence of (es, 7, €,), then UZ(S’T’O) is set to 1,
and otherwise O.

Next, we marginalize all valid relations and nor-

malize the marginalized vector to obtain v(%):

(s,7,0)
v
’U(S’O) — ZTGRS,O (9)

T ay(s,m,0)’
Z’I‘GRS,O 1 ’U( )

where 1 = (1,1,...,1) € RI*Pl is an all-ones
vector. The rationale behind Equation 9 is that
modules before the relation classifier are not ex-
plicitly aware of specific relation types. We thus
guide attention modules within the encoder to pro-
duce relation-agnostic token dependencies.

Loss Function Our purpose is to guide p(5:©)
with human evidence v(*%) to generate an evidence-
focused localized context embedding ¢(*°. To
achieve this, we train the model with Kullback-
Leibler (KL) Divergence loss, minimizing the sta-
tistical distance between p(5:°) and v(5:9);

L8 = — Dier, (v [p)). (10)

During training, we balance the effect of ER loss
with RE loss using a hyper-parameter A:

L5 = Lrp + ALER

(1)
3.2 Student Model

We employ the system trained on human-annotated
data as a teacher model to support ER self-training
on massive data. The data, obtained from relation
distant-supervision (Mintz et al., 2009), contains
noisy labels for RE but no information for ER. We
train a student model on the data. Supervision of
the student model, similar to that of the teacher
model, consists of two parts: an RE binary cross-
entropy loss and an ER self-training loss.

In general, predictions from the teacher model
are adopted as the supervisory signal for ER train-
ing. First, we let the teacher model infer on the
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distantly-supervised data, thereby yielding an evi-
dence distribution over tokens ¢(*°) for each entity
pair (es, €,). Next, we train the student model to
reproduce G(*°) for each entity pair (es, e, ).

Loss Function The objectives of self-training are
identical to those of supervised training. We train
ER of the student model using a KL-divergence
loss similar to Equation 10:

Lier = — Dy, (¢ |g5),

where ¢(*°) is the student model’s evidence dis-
tribution over tokens regarding entity pair (e, €,),
computed from Equation 2.

There are two notable differences between
Liilver and E%‘ﬁd. Firstly, the supervisory signal

(12)

of E%}l{d is sentence-level, while that of [,?Eﬂf‘{’er is
token-level. The gap results from the availability
of token-level evidence distributions. On human-
annotated data, it is untrivial to obtain token-level
evidence distributions from sentence-level annota-
tions. On distantly-supervised data, however, the
evidence distribution over tokens can be easily ob-
tained from predictions of the teacher model. We
thus adopt token-level evidence distributions to pro-
vide supervision from a micro perspective for ER
self-training. Secondly, E%Céd is computed only on
entity pairs with valid relation(s), while ﬁ?EﬂF‘{’er is
computed over all entity pairs within the document.
The design choice is based on the low reliability
of relation labels on distantly-supervised data. As
these relation labels are collected automatically, it
is possible that some of the annotated relations are
irrelevant to the document. Therefore, it is hard
to tell which relations are valid and which are not
from the automatic annotations. For this reason,
we compute the loss from all entity pairs to prevent
missing important instances.

The overall loss is balanced by the same hyper-
parameter A in Equation 11:

LV = Lrp + ACERC. (13)

After training on the distantly-supervised data,
the student model is further finetuned using the
human-annotated data to refine its knowledge about
DocRE and ER with reliable supervisory signals.

3.3 Inference

Following Zhou et al. (2021), we apply adaptive
thresholding to obtain RE predictions, selecting
relation classes with scores higher than the thresh-
old class as predictions. For ER, we apply static

Statistics Human Distant
# of documents 3,053/998/1,000 101,873
# of relation types 97 97
Avg. # of ent. per doc. 19.5 19.3
Avg. # of sent. per doc. 8.0 8.1
Avg. # of ment. per ent. 1.3 1.3
Avg. # of rel. per doc. 12.5 14.8
Avg. # of evi. per rel. 1.6 -

Table 1: Data statistics of DocRED. Human stands for
human-annotated data and Distant stands for distantly-
supervised data. The abbreviations doc., ent., sent.,
ment., rel., and evi. stand for document, entity, sentence,
mention, relation, and evidence sentences, respectively.

thresholding and choose sentences with importance
higher than a pre-defined threshold as evidence.
We further incorporate the inference-stage fu-
sion strategy proposed by Xie et al. (2022). Specifi-
cally, for each predicted relation triple (eg, r, €,) as-
sociated with evidence prediction Vs . ,, we create
a pseudo-document lA)s,T,o by collecting only evi-
dence sentences x; € Vs r . Then, we feed pseudo-
documents into the trained model to re-score the
relation triples. To aggregate the predictions from
the pseudo-documents and the entire document,
we adopt a blending layer that contains only one
parameter 7 representing a threshold. Each triple
(es, T, €0) is chosen as the final prediction only if
the summation of its scores on the entire document
and pseudo-documents is higher than 7. We adjust
T to minimize the binary cross-entropy loss of RE
on the development set. For more details, we refer
the readers to the original paper (Xie et al., 2022).

4 Experiments

To evaluate DREEAM, we conduct experiments
under supervised and weakly-supervised settings.

4.1 Setting

Dataset We conduct experiments on Do-
cRED (Yao et al., 2019)*, the largest dataset
for DocRE with human annotations. As shown
in Table 1, DocRED contains a small portion
of human-annotated data and a large portion
of distantly-supervised data made by aligning
Wikipedia articles with the Wikidata knowledge
base (Vrandeci¢ and Krotzsch, 2014). In this work,
we directly adopt the distantly-supervised data
provided in DocRED.

Configuration We implement DREEAM based
on Hugging Face’s Transformers (Wolf et al., 2020).

4https: //github.com/thunlp/DocRED
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Method PLM Ign F1 F1 Evi F1 Ign F1 F1 Evi F1
(a) without Distantly-Supervised Data

SSAN (Xu et al., 2021a) BERThase 57.03 59.19 - 55.84 58.16 -
ATLOP (Zhou et al., 2021) BERThase 59.22 61.09 - 59.31 61.30 -
E2GRE (Huang et al., 2021a) BERTase 55.22 58.72 47.12 - - -
DocuNet (Zhang et al., 2021) BERThase 59.86 61.83 - 5993 61.86 -
EIDER (Xie et al., 2022) BERThase 60.51 62.48 50.71 6042 6247 51.27
SAIS (Xiao et al., 2022) BERThse 59.98 62.96 53.70 60.96 62.77 52.88
DREEAM (teacher) 59.60:015 61.4240.15 59.12  61.13

+ Inference-stage Fusion BERThuse 60.514006 62.55+0.06 52.08:0.10 60.03 62.49 L7l
SSAN (Xu et al., 2021a) RoBERTayge 60.25 62.08 - 5947 6142 -
ATLOP (Zhou et al., 2021) RoBERTajqrge 61.32 63.18 - 61.39 63.40 -
DocuNet (Zhang et al., 2021) RoBERTayge 62.23 64.12 - 62.39  64.55 -
EIDER (Xie et al., 2022) RoBERTaj4rge 62.34 64.27 52.54 62.85 6479 53.01
SAIS (Xiao et al., 2022) RoBERTayge 62.23 65.17 55.84 63.44  65.11 55.67
DREEAM (teacher) 61.71 +0.09 63.49i0 10 61.62 63.55

+ Inference-stage Fusion RoBERTajurge 62.294023  64.204023 3415201 62.12 64.27 34.01
(b) with Distantly-Supervised Data

KD-DocRE (Tan et al., 2022a) BERThase 63.38 64.81 - 62.56 64.76 -
DREEAM (student) 63.47.:0020  65.30+0,03 63.31 65.30

+ Inference-Stage Fusion BERThuse 63.92.00> 65.83.004 55.68:004 63.73 65.87 55.43
SSAN (Xu et al., 2021a) RoBERTayge 63.76 65.69 - 63.78  65.92 -
KD-DocRE (Tan et al., 2022a) RoBERTaj,e 65.27 67.12 - 65.24  67.28 -
DREEAM (student) 65.244007  67.094007 6520 67.22

+ Inference-Stage Fusion ROBERTawse 552 007 67dLuoos /2% 6547 6753 %

Table 2: Evaluation results on development and test sets of DocRED, with best scores bolded. The scores of
existing methods are borrowed from corresponding papers. We group the methods first by whether they utilize the

distantly-supervised data or not, then by the PLM encoder.

Following previous work, we evaluate the perfor-
mance of DREEAM using BERT,s (Devlin et al.,
2019) and RoBERTay,e (Liu et al., 2019) as the
PLM encoder. The parameter for balancing ER loss
with RE loss is set to 0.1 for BERT,se and 0.05 for
RoBERTay,ge When training both the teacher and
the student model, chosen based on a grid search
from A € {0.05,0.1,0.2,0.3}. We train and evalu-
ate DREEAM on a single Tesla V100 16GB GPU
when utilizing BERT},s. and on a single NVIDIA
A100 40GB GPU when utilizing RoOBERTa,ge.
Details about hyper-parameters and running time
are provided in Appendix A.

Evaluation During inference, sentences x; with
p; > 0.2 computed from Equation 8 are retrieved
as evidence. For the evaluation, we adopt official
evaluation metrics of DocRED (Yao et al., 2019):
Ign F1 and F1 for RE and Evi F1 for ER. Ign F1
is measured by removing relations present in the
annotated training set from the development and
test sets. We train our system five times, initialized
with different random seeds, and report the average
scores and standard error of these runs.

4.2 Main Results

Table 2 lists the performance of the proposed and
existing methods. We select the best-performing

model on the development set to make predictions
on the test set and submit the predictions to Co-
daLab for evaluation®.

Performance of the Student Model Table 2
shows that the student model outperforms ex-
isting systems on RE by utilizing the distantly-
supervised data. In particular, when adopting
BERT},se as the PLM encoder, DREEAM performs
better than KD-DocRE (Tan et al., 2022a), the
previous state-of-the-art system, by 0.6/1.0 points
on Ign F1/F1 for the development set. On the
test set, the improvement reaches 1.1 F1 points
on both Ign F1 and F1. Notably, DREEAM uti-
lizing BERTy,s even performs comparably with
SSAN utilizing RoOBERTay,. under the weakly-
supervised setting (Xu et al., 2021a). When adopt-
ing ROBERTay,e as the PLM encoder, the advan-
tage of DREEAM remains on both development
and test sets. These results support our hypothesis
that ER self-training improves RE, which has not
been demonstrated by any previous work.

Performance of the Teacher Model The upper
half of Table 2 shows that the teacher model trained

5https: //codalab.lisn.upsaclay.fr/
competitions/365. Submissions under username kgmri5
are from this work.
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Setting Ign F1 F1 Evi F1
(a) Teacher Model

DREEAM 59.60.015 61.42.015 52.08.0.10
w/o ER training 59.2140.19 61.014020 42.7941 65
(b) Student Model

DREEAM 63.47.002 65.30:003 55.68.0.04
w/o ER self—training 61.964039 63.77+044 53.72+043
w/o ER ﬁne-tuning 63.34io,02 65.50¢0,02 55.27io_05
w/o both 62.131007 63.82+008 47131012

Table 3: Ablation studies evaluated on the DocRED
development set.

on human-annotated data exhibits comparable per-
formance to EIDER (Xie et al., 2022) on both RE
and ER. Although there is a performance gap be-
tween DREEAM and SAIS, we attribute it to the
difference in supervisory signals. While DREEAM
incorporates RE with only relation-agnostic ER,
SAIS is trained under three more tasks: corefer-
ence resolution, entity typing, and relation-specific
ER (Xiao et al., 2022). These extra supervisory sig-
nals possibly contribute to the high performance of
SAIS. Apart from the performance, our method has
a critical advantage over previous ER-incorporated
DocRE systems in memory efficiency. We provide
a detailed discussion in Section 4.4.

Effectiveness of ER Self-Training Additionally,
we observe that the student model leads the ex-
isting systems by a large margin on ER. As the
first approach enabling weakly-supervised ER train-
ing, DREEAM utilizes considerable amounts of
data without evidence annotation via self-training.
The experimental results reveal that DREEAM
improves over the state-of-the-art supervised ap-
proaches by approximately 2.0 points on Evi F1.
Therefore, we conclude that our approach to ER
self-training succeeds in acquiring evidence knowl-
edge from the relation-distantly-supervised data
with no evidence annotation.

4.3 Ablation Studies

This subsection investigates the effect of evidence-
guided attention by ablation studies. All subse-
quent experiments adopt BERT},,. as the PLM en-
coder. We report scores without the inference-stage
fusion strategy (Xie et al., 2022).

Teacher Model Firstly, we examine how guid-
ing attention with evidence helps RE training on
human-annotated data. We train a variant of our
teacher model without ER training and evaluate its
performance on the DocRED development set. In

general, disabling ER training reduces the model to
a baseline similar to ATLOP (Zhou et al., 2021)°.

As presented in Table 3 (a), the RE performance
of our system decreases without ER training. This
observation supports the hypothesis that guiding at-
tention with evidence is beneficial to improving RE.
We further visualize the token importance g(*°) for
some instances to investigate the effect of evidence-
guided training and find that our method succeeds
in guiding the attention to focus more on relevant
contexts. The details can be found in Appendix B.

Additionally, we retrieve evidence from the
ER-disabled model as sentences with importance
higher than the pre-defined threshold. By doing so,
we find that the Evi F1 is not far from its evidence-
aware counterpart. This observation indicates that
ER is a task highly coupled with RE.

Student Model Next, we investigate the student
model trained on distantly-supervised data and fine-
tuned on human-annotated data. The aim is to
examine the effect of guiding attention with evi-
dence at various stages of training. To this end, we
remove ER supervisory signals from the student
model during the training on distantly-supervised
and human-annotated data. The baseline excludes
ER supervision from both stages, pre-trained on
distantly-supervised data and then finetuned on
human-annotated data for only RE.

As shown in Table 3 (b), DREEAM without ER
self-training performs comparably to the baseline,
while DREEAM without ER fine-tuning performs
comparably to the original model with no ablations.
These results indicate that ER self-training is more
essential than ER fine-tuning for the student model.
On the one hand, we observe that disabling ER
self-training on massive data causes a huge loss of
evidence knowledge that cannot be recovered by
finetuning on the much smaller evidence-annotated
dataset. On the other hand, we can conclude that
DREEAM succeeds in retrieving evidence knowl-
edge from the data without any evidence annota-
tion, demonstrating the effectiveness of our ER
self-training strategy.

4.4 Memory Efficiency

This subsection discusses the memory inefficiency
issue in previous ER approaches and shows how
DREEAM solves it. Previous approaches regard

®The difference between ATLOP and our baseline is that
our baseline utilizes the last three layers of PLM to obtain
embeddings, whereas ATLOP adopts only the final layer.
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Method Memory Trainable
(GiB) Params. (M)

(a) without ER Module

ATLOP (Zhou et al., 2021) 10.8 1154

SSAN (Xu et al., 2021a) 6.9 113.5

KD-DocRE (Tan et al., 2022a) 152 200.1

(b) with ER Module

EIDER (Xie et al., 2022) 43.1 120.2

SAIS (Xiao et al., 2022) 46.2 118.0

DREEAM (proposed) 11.8 1154

Table 4: Memory consumption and the number of train-
able parameters of DREEAM and existing methods.

ER as a separate task from RE that requires extra
neural network layers to solve (Huang et al., 2021a;
Xie et al., 2022; Xiao et al., 2022). To perform ER,
all of them introduce a bilinear evidence classifier
that receives an entity-pair-specific embedding and
a sentence embedding as inputs. For example, EI-
DER computes an evidence score for sentence x;
with regard to entity pair (e, €,) as below:

P(ziles, o) = o(x;Wel*®) +b),  (14)

where x; is a sentence embedding, c(* is the
localized context embedding computed from Equa-
tion 3, W and b are trainable parameters. EIDER
and other existing systems thus need to compute
over all combinations of (sentence, entity pair).
Specifically, consider a document D with n sen-
tences Xp = {x1,x2,...,2,} and m entities
Ep =Ae1,ea,...,en},yieldingm x (m — 1) en-
tity pairs. To obtain evidence scores, EIDER must
perform bilinear classification n x m x (m — 1)
times via Equation 14, resulting in huge memory
consumption. In contrast, DREEAM takes the
summations of attention weights over tokens as
evidence scores, thus introducing neither new train-
able parameters nor expensive matrix computations.
Hence, we see that DREEAM is more memory-
efficient than its competitors.

Table 4 summarizes the memory consumption
and the number of trainable parameters when uti-
lizing BERT}, as the PLM encoder for existing
and proposed methods. Values are measured when
training the systems using the corresponding offi-
cial repositories with a batch size of four’. We ob-
serve that the memory consumption of DREEAM
is only 27.4% of EIDER and 25.5% of SAIS. No-
tably, DREEAM also consumes less memory than
KD-DocRE, underscoring the memory efficiency
of our proposed method.

"The value of EIDER is different from the original paper
because we enable ER evaluations during training.

Statistics DocRED Re-DocRED
#rel. 38,180 85,932
#rel. woevi. 1,421 (3.7%) 38,672 (45.0%)

Table 5: Statistics of relation triples in the training set
of DocRED and Re-DocRED. rel. stands for relation
triples and rel. w/o evi. stands for relation triples without
evidence sentences.

Method Ign F1 F1
(a) without Distantly-Supervised Data

ATLOP (Zhou et al., 2021) 76.82 77.56
DocuNet (Zhang et al., 2021) 77.26 77.87
KD-DocRE (Tan et al., 2022a) 77.60 78.28
"DREEAM 7134200 T1.94,
+ Inference-Stage Fusion 79.66:039  80.731038
(b) with Distantly-Supervised Data
ATLOP (Zhou et al., 2021) 78.52 79.46
DocuNet (Zhang et al., 2021) 78.52 79.46
KD-DocRE (Tan et al., 2022a) 80.32 81.04
"DREEAM 78.67:017  79.35:018
+Inference-Stage Fusion 80.39.003 81.44.004

Table 6: Evaluation results on the test set of Re-
DocRED, with best scores bolded. PLM encoder is
aligned to RoBERTa-large. The scores of existing meth-
ods are borrowed from Tan et al. (2022b).

4.5 Performance on Re-DocRED

Although DocRED is a widely used benchmark,
recent works have pointed out that annotations of
the dataset are incomplete (Huang et al., 2022; Xie
etal., 2022; Tan et al., 2022b). To paraphrase, many
relation triples in DocRED are missing in human
annotations, biasing the dataset with many false
negatives. Tan et al. (2022b) thus proposed Re-
DocRED, a more reliable benchmark for DocRE
that revises DocRED to alleviate the false negative
issue. In this subsection, we evaluate DREEAM
on Re-DocRED to verify the soundness of our pro-
posed method.

Similar to Section 4.2, we conducted experi-
ments under two different settings: (a) a fully-
supervised setting without distantly-supervised
data and (b) a weakly-supervised setting utilizing
distantly-supervised data. Notably, Re-DocRED
introduces new relation triples without providing
accurate evidence sentences. As shown in Table 5,
compared with DocRED, the training set of Re-
DocRED contains much more relation triples with-
out evidence sentences. DREEAM trained on Re-
DocRED could thus be inaccurate on ER, biased
by the considerable amount of missing evidence.
Therefore, during ER self-training of the student
model, we adopt token evidence distributions pre-
dicted by a teacher model trained on DocRED as
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the supervisory signal. The student model is further
finetuned on Re-DocRED to obtain more reliable
knowledge about RE.

Table 6 compares the performance of DREEAM
against existing methods. = We observe that
DREEAM outperforms existing methods under
both the fully-supervised setting and the weakly-
supervised setting. The observation indicates the
soundness of our proposed method.

5 Related Work

DocRE Recent work has extended the scope of
relation extraction task from sentence to docu-
ment (Peng et al., 2017; Quirk and Poon, 2017;
Yao et al., 2019). Compared with its sentence-
level counterpart, DocRE is a more realistic and
challenging setting, aiming at extracting both intra-
sentence and inter-sentence relations. Although
commonly-used benchmarks for DocRE include
DocRED (Yao et al., 2021), CDR (Li et al., 2016)
and GDA (Wu et al., 2019), only DocRED contains
evidence annotation and massive pre-processed
data obtained from relation distant supervision.
Therefore, we adopt DocRED as our test bed.

Transformer-based DocRE Modeling DocRE
with a Transformer-based system has been a pop-
ular and promising approach, outperforming its
graph-based counterparts (Zeng et al., 2020, 2021;
Xu et al., 2021b). One of the major topics of these
systems is a better utilization of long-distance to-
ken dependencies captured by the PLM encoder.
Zhang et al. (2021) formulate DocRE as a semantic
segmentation task and introduce a U-Net (Ron-
neberger et al., 2015) on top of the PLM encoder
to capture local and global dependencies between
entities. Zhou et al. (2021) propose localized con-
textual pooling to focus on tokens relevant to each
entity pair. Based on their work, Tan et al. (2022a)
adopt an axial attention module to perform two-hop
reasoning and capture the dependencies between
relation triples. These designs provide no supervi-
sion on token dependencies, expecting the model to
capture them implicitly during training. In contrast,
we provide explicit supervision for token depen-
dencies by utilizing evidence information.

ER in DocRE This study is not the first to incor-
porate evidence information into DocRE. Huang
et al. (2021b) first report that heuristically select-
ing evidence sentences boosts the performance of
DocRE systems. Huang et al. (2021a), Xie et al.

(2022) and Xiao et al. (2022) train neural classi-
fiers to automatically retrieve evidence together
with RE. However, we perform ER with neither
heuristic rules nor neural classifiers. Furthermore,
our approach can be used for ER self-training on
data without evidence annotations.

Distant Supervision Distant supervision has
been widely adopted as a technique to generate
automatically-labeled data for RE (Mintz et al.,
2009; Quirk and Poon, 2017; Xiao et al., 2020).
The method assumes that if a sentence contains
an entity pair that participates in a known relation
in a knowledge base (KB), the sentence probably
expresses that relation. Thus unlabeled text can
be aligned with a KB using entities as anchors,
with each match distantly supervised by the rela-
tion described in the KB. Yao et al. (2019) apply
the technique to annotate relations in documents
automatically. In this work, we directly adopt those
documents for ER self-training.

6 Conclusion

We have introduced methods to improve the usage
of ER in DocRE. First, we propose DREEAM, a
memory-efficient method to reduce the computa-
tion cost of ER. Unlike existing approaches that
train an evidence classifier for ER, DREEAM di-
rectly supervises the attention to concentrate more
on evidence than on others. Next, we propose to
employ DREEAM in a weakly-supervised setting
to compensate for the shortage of human annota-
tions. Instead of gold evidence annotated by hu-
mans, we adopt evidence predictions from a teacher
model trained on human-annotated data as the su-
pervisory signal to realize ER self-training on un-
labeled data. Experiments on the DocRED bench-
mark show that DREEAM exhibits state-of-the-art
performance on both RE and ER, with the help of
weakly-supervised training on data obtained from
distant supervision of relations. Compared with
existing approaches, DREEAM performs ER with
zero trainable parameters introduced, thereby re-
ducing the memory usage to 27% or less. The
soundness of DREEAM is confirmed by conduct-
ing experiments on Re-DocRED, a revised version
of DocRED.

In the future, we plan to transfer the evidence
knowledge of DREEAM trained on DocRED to
other DocRE datasets.
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Limitations

A major limitation of this work is that our method
can only retrieve relation-agnostic evidence. Un-
like Xiao et al. (2022), DREEAM cannot specify
evidence sentences for each relation label. There-
fore, when an entity pair holds multiple relations,
DREEAM retrieves the same evidence regardless
of the relation type, even though the evidence may
be correct for some of the relations but not for oth-
ers.

Ethics Statement

In this work, we have proposed a method for in-
corporating ER into DocRE. Our approach directly
supervises the weights of attention modules within
a Transformer-based PLM encoder. Inside the
research community, we hope our approach can
provide a new viewpoint on the explainability of
document-level relation extraction systems. Fur-
thermore, a better DocRE system will benefit the
research on other tasks, such as question answering
and reading comprehension. In the real world, a
DocRE system with good performance can help
extract useful information from unstructured text,
reducing human efforts and expenses. Further-
more, as our method is memory-efficient, it is also
friendly to the environment.

We also have demonstrated a use case of our
method in ER self-training, utilizing massive data
obtained from relation distant-supervision. Al-
though in this work, we directly adopt the data
provided by Yao et al. (2019), it is possible to ex-
tend the scale of data by utilizing numerous un-
structured texts. Utilizing a wide range of unstruc-
tured texts may expose our system to the risk of
vulnerable data, potentially biasing our system in
the wrong direction. To mitigate the problem, we
encourage performing data pre-processing to detect
and remove harmful contents before training.
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A Hyper-Parameters and Runtime

We adopt AdamW as the optimizer (Loshchilov
and Hutter, 2019) and apply a linear warmup for
the learning rate at the first 6% steps. Important
hyper-parameters are shown in Table 7, which are
mainly borrowed from existing works. Specifi-
cally, we borrow hyper-parameters from Zhou et al.

[11  The Archbishop is the third episode of the first series of the BBC
sittom Blackadder ( The Black Adder ) | [2] Itis setin England
in the late 15th century , and follows the exploits of the fictitious

Prince Edmund as he is invested as  Archbishop of Canterbury amid a

Machiavellian plot by the King to acquire lands from the ~Catholic Church
| [3] Most of the humour in the episode relies on religious satire | [4] The

script pays tribute to the real - life  12th century ~ Archbishop of Canterbury

,  Thomas Becket | [5] Edmund |, faced with the threat of assassination ,

attempts to escape to  France into self - imposed exile ; and in a later scene ,
two drunk knights overhear King Richard IV exclaiming Who will rid

me of this turbulent priest ? , the words attributed to King Henry I which

ledto Becket ’sdeathin 1170 ,and embark on a mission to murder

Edmund I [6] The Archbishop ~ won an International Emmy Award
in 1983 inthe Popular Arts category | [7]1 The Catholic Church

was to be satirized again in the second series, Blackadder I ,inthe 1986
episode  Money |

(a) Before attention guidance.

[1]  The Archbishop is the third episode of the first series of the BBC
sitcom ( The Black Adder ).[2]Itissetin England
in the late 15th century , and follows the exploits of the fictitious

Prince Edmund as he is invested as  Archbishop of Canterbury amid a

Machiavellian plot by the King to acquire lands from the ~Catholic Church
. [3] Most of the humour in the episode relies on religious satire . [4] The

script pays tribute to the real - life  12th century ~ Archbishop of Canterbury

, Thomas Becket .[5] Edmund ,faced with the threat of assassination ,

attempts to escape to France into self - imposed exile ; and in a later scene ,
two drunk knights overhear King Richard IV exclaiming Who will rid

me of this turbulent priest ? , the words attributed to King Henry II which

ledto Becket ’sdeathin 1170 |, and embark on a mission to murder

Edmund . [6] The Archbishop won an International Emmy Award
in 1983 inthe Popular Arts category . [7] The Catholic Church

was to be satirized again in the second series, Blackadder I ,inthe 1986
episode  Money

(b) After attention guidance.

Figure 3: Heatmaps of token importance for localized
context pooling before and after guiding the attention
with evidence when deciding the relation for entity pair
(Prince Edmund, The Black Adder). The gold relation is
present in work with evidence sentences 1 and 2. Deeper
the color, the larger the value.

(2021) to train the teacher model and borrow those
from Tan et al. (2022a) to train and finetune the
student model. The only exception is the number
of epochs for training the student model, which is
determined by a grid search from {2,5,8,10}.

The average running time spent for our system at
each training stage is shown in Table 8. Note that
we employ a single Tesla V100 16GB GPU when
utilizing BERT},s and a single NVIDIA A100
40GB GPU when utilizing ROBERTajge.

B Visualization: Evidence-Guided
Attention

As introduced in Section 3.1, evidence knowledge
of DREEAM originates from sentence-level super-
vision. We hypothesize that sentence-level super-
vision, from a more macro perspective, should im-
prove its micro counterpart of token-level focusing.
To test the hypothesis, we examine the token-level
evidence distribution for localized context pool-
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Hyperparam. Train (teacher) Train (student) Finetune (student)
BERTpae ROBERTajse BERThase ROBERTajge BERThie ROBERTae

# Epoch 30 30 2 5 10 10

Ir for encoder 5e-5 3e-5 3e-5 le-5 le-6 le-6

Ir for classifier le-4 le-4 le-4 Se-5 3e-6 3e-6

max gradient norm 1.0 1.0 5.0 5.0 2.0 2.0

Table 7: Hyper-parameters in training.

Phase BERTpse  ROBERTajqge
Train (teacher) 1h18min 1h18min
Train (student) 2h55min 6h12min
Finetune (student) 26min 29min

Table 8: Runtime for each training stage.

[1] Robert Kingsbury Huntington ( 13 March 1921 2013 5 June 1942
) , was a naval aircrewman and member of Torpedo Squadron 8 ( or
VT-8 ).[2] He was radioman/ gunner to Ensign George Gay ’s TBD

Devastator aircraft . [3] Along with his entire squadron , Huntington
was shot down during the Battle of Midway ,on 42013 5 June 1942
.[4]Bornin Los Angeles , California ,enlisted in the United States
Navy 21 April 1941 . [5] He served on board Lexington ( CV -2
) and was rated aviation radioman third class before being transferred to
Torpedo Squadron 8 onboard Hornet ( CV -8 ).[6] He received the
Distinguished Flying - for heroism and extraordinary achievement
as rear gunner in a torpedo plane during an attack against enemy Japanese
forces in the Battle of Midway 4 June 1942 . [7] Flying without fighter
support and with insufficient fuel to return to their carrier, Huntington
and his fellow crewmember pressed home their attack with utter disregard for
their own personal safety , in the face of a tremendous antiaircraft barrage and
overwhelming fighter opposition . [§] Huntington was one of 29 from
Torpedo Squadron 8  who gave their lives in this attack .

(a) Before attention guidance.

[1] Robert ingsbury _ (13 March 1921 - 5 June 1942
) , was a naval aircrewman and member of Torpedo Squadron 8 ( or
VT -8 ). [2] He was radioman / gunner to  Ensign George Gay s
TBD Devastator aircraft . [3] Along with his entire squadron, Huntington
was shot down during the Battle of Midway ,on 4 —5 June 1942
[4] Bornin Los Angeles , California , enlisted in the United States
Navy 21 April 1941 . [5] He served on board Lexington ( CV -2
) and was rated aviation radioman third class before being transferred to
Torpedo Squadron 8 onboard Hornet ( CV -8 ).[6]He received the
Distinguished Flying - for heroism and extraordinary achievement
as rear gunner in a torpedo plane during an attack against enemy Japanese
forces in the Battle of Midway 4 June 1942 . [7] Flying without fighter
support and with insufficient fuel to return to their carrier, Huntington
and his fellow crewmember pressed home their attack with utter disregard for
their own personal safety , in the face of a tremendous antiaircraft barrage and
overwhelming fighter opposition . [§] Huntington wasone of 29 from
Torpedo Squadron 8 who gave their lives in this attack .

(b) After attention guidance.

Figure 4: Heatmaps of token importance for localized
context pooling before and after guiding the attention
with evidence when deciding the relation for entity pair
(Robert Kingsbury Huntington, Distinguished Flying
Cross). The gold relation is award received with evi-
dence sentences 1 and 6. Deeper the color, the larger
the value.

ing. Specifically, we utilize heatmaps to visualize
q(s ) and observe the differences before and after
evidence-guided training.

Results are shown in Figure 3 and 4. We adopt

the toolkit developed by Yang and Zhang (2018). It
is obvious that the distribution is more focused on
sentences 1 and 2 in Figure 3(b) than in Figure 3(a).
Before training the evidence-guided attention, the
model tends to focus on the period of each sen-
tence. Guiding the attention with evidence helps
the model to focus more on sentences 1 and 2, as
well as the critical tokens providing a clue for re-
lation classification, such as fictitious in Figure 3
and received in Figure 4.
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