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Abstract

In this paper, we present ALAMBIC, an open-
source dockerized web-based platform for an-
notating text data through active learning for
classification tasks. Active learning is known to
reduce the need of labelling, a time-consuming
task, by selecting the most informative in-
stances among the unlabelled instances, reach-
ing an optimal accuracy faster than by just ran-
domly labelling data. ALAMBIC integrates
all the steps from data import to customization
of the (active) learning process and annotation
of the data, with indications of the progress
of the trained model that can be downloaded
and used in downstream tasks. Its architec-
ture also allows the easy integration of other
types of models, features and active learning
strategies. The code is available on https:
//trusted-ai-labs.github/ALAMBIC/ and
a video demonstration is available on https:
//youtu.be/40h8UADTEmMY.

1 Introduction

Data annotation is crucial for any machine learning
task. Datasets of high-quality are obtained through
manual labelling which requires both considerable
time and sometimes also expertise. Active learning
aims to reduce the need for labelled data by start-
ing from a partially labelled dataset and gradually
selecting the most informative instances among the
unlabelled instances (Settles, 2009; Baldridge and
Palmer, 2009). This incremental training of a ma-
chine learning model can thus actively select the
instances it finds to be the most informative, asking
the person involved to provide a true label for the
selected data. Several strategies exist to define in-
formativeness, such as those based on uncertainty
of the predictions obtained for unlabelled instances
(Settles, 2009) or based on the difference of their

features with respect to the training set (Sener and
Savarese, 2018). The model is then trained with
the newly obtained labelled set and can again select
instances to be labeled. This process is repeated up
until a specific criterion is reached, such as a de-
sired accuracy or a maximum number of instances
labelled.

We present in this work ALAMBIC (Active
Learning Automation with Methods to Battle
Inefficient Curation), an open-source dockerized
web-based platform for active-learning-based text
classification, allowing for a full customisation of
the active learning process, from the choice of the
model, its features and parameters, and the active
learning strategy'. It allows the study of the useful-
ness of active learning on a given labelled dataset
and model, as well as the annotation of text in-
stances with active learning.

2 Related works

Several active learning libraries have been devel-
oped, such as ALiPy (Tang et al., 2019), modAL
(Danka and Horvath), scikit-activeml (Kottke et al.,
2021), for traditional machine learning meth-
ods and DISTIL (Beck et al., 2021), SmallText
(Schroder et al., 2021), the low-resource Text clas-
sification framework (Ein-Dor et al., 2020) or the
ALToolbox (Tsvigun et al., 2022) which also con-
tains active learning methods for deep learning.
However, these libraries do not provide user in-
terface or if they do, they require the user to be
reasonably skilled in coding. Tools such as Prodigy
2, APLenty (Nghiem and Ananiadou, 2018), Al-
pacaTag (Lin et al., 2019), Paladin (Nghiem et al.,

!Code source available on https://github.com/

Trusted-AI-Labs/ALAMBIC
2https://prodi.gy/

117

Proceedings of the 17th Conference of the European Chapter of the Association for Computational Linguistics
System Demonstrations, pages 117-127
May 2-4, 2023 ©2023 Association for Computational Linguistics


https://trusted-ai-labs.github/ALAMBIC/
https://trusted-ai-labs.github/ALAMBIC/
https://youtu.be/4oh8UADfEmY
https://youtu.be/4oh8UADfEmY
https://github.com/Trusted-AI-Labs/ALAMBIC
https://github.com/Trusted-AI-Labs/ALAMBIC
https://prodi.gy/

* Docker-compose

/~ Backend

Frontend/Client

<< alambic >>

Intra-communication

o

<< redis >>

<< postgres >>

Background task

@8 Celery

<< alambic >>

Figure 1: Diagram of the orchestrated deployment for ALAMBIC. Each box with a full line corresponds to a
container. The blue box inside the container is the main service of the container. The name of the docker image for

each container is indicated below the blue box.

2021), or Label Sleuth (Shnarch et al., 2022) tried
to fill the gap by offering a user interface for the
annotation process combined with an active learn-
ing setting. While these tools offer a friendly
user-interface to annotate text classification or se-
quence labelling tasks, they either require a high-
to-expert knowledge in programming languages,
are not open source or are limited in the choice of
the parameters in the active learning process, such
as the model or the selection strategy.

At the time of writing, and to the best of our
knowledge, ALAMBIC is the first free annota-
tion tool for text classification with a user-friendly
interface allowing a complete control of the user
on the parameters of the features, model and ac-
tive learning strategy, with no coding skills needed.
Moreover, in addition to support the annotation
task, it also allows the study of different active
learning strategies with chosen features and mod-
els to evaluate the best strategy within that specific
context. Its dockerized form also allows for an easy
deployment and usage on diverse platforms.

3 Design and implementation

ALAMBIC is a web-based platform built in Python
using Django framework 3, combined with Celery

3https ://www.djangoproject.com/

4, Redis 7 and PostgreSQL © in a Docker Com-
pose setting (Fig. 1). The installation requires only
few command lines and is quite easy, even for peo-
ple not familiar with Docker or GitHub (see Ap-
pendix A). The framework is divided in five main
interfaces : (i) the import data interface, (ii) the
setup and customisation of the (active) learning
process, (iii) the progress of the active learning
process, (iv) annotation interface and (v) the result
interface. Each of these interfaces will be described
below in detail’.

3.1 Data import and task choice

ALAMBIC supports the import of the data in raw
text with a reference file containing the path of
the files and their labels if already available. The
supported format is a TSV file with the path of the
text files and their optional labels.

The user can also choose the annotation task.
At the moment only multi-class classification is
implemented.

Future developments will include annotation for
relation extraction, as well as additional formats,
such as JSON and XML, for import.

*https://github.com/celery/celery
Shttps://redis.io/
6https://www.postgresql.org/

"Full documentation is available at
//trusted-ai-labs.github.io/ALAMBIC/

https:
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If several files are provided, the user can choose
among them through the dedicated user interface.
Once imported, the data is accessible through the
Django admin interface.

3.2 Setup of the learning process

Once the data has been added to the database, the
user can setup each part of the learning process,
from the model, its parameters and the features
used as inputs.

The user can then choose to either analyse the im-
pact of different active learning strategies in order
to evaluate which one would be the most suitable
with their data and choice of learning process, or
use a specific active learning strategy to annotate
the unlabeled part of the dataset. In the first case,
the user is invited to choose the number of cross-
validation folds, number of repetitions and size of
the initial training seed, as well as which strategies
they want to evaluate, ensuring a robust analysis
of the process. In the second case, the user can
choose the portion of the dataset to use as test set to
evaluate the performance of the model at each iter-
ation of the active learning process, the size of the
training seed, the active learning strategy and the
stop criterion, which will stop the active process
once a specific criteria is met, such as a minimum
accuracy, or a number of annotations done.

Model and feature implementations are based on
scikit-learn (Pedregosa et al., 2011). While only
a fraction of these are currently implemented, the
architecture allows for an easy extension to func-
tionalities already implemented in scikit-learn or
having a similar programming interface. Our doc-
umentation offers a dedicated section for people
more at ease in coding with Python to guide them
through the integration of new models or features.

Active learning strategies are implemented from
the ALiPy library (Tang et al., 2019). We choose
to use only the strategies using the trained model
in a pool-based scenario, i.e. all the unlabelled in-
stances are considered for labelling at each iteration
step.

3.3 Analysis and annotation interface

Once either type of processes, i.e. study of different
active learning strategies or annotation, is launched,
the process can be followed on an interface, dis-
playing a plot of the performance of the model up
until the current iteration.

All the plots are interactive, meaning that the
user can zoom to observe a specific range of data,

highlight and make disappear specific observations
as to not crowd the graphic.

3.3.1 Study of different active learning
strategies

In this case, the interface shows the performance in
terms of accuracy of each of the strategies while the
model goes through the different cross-validation
folds and repetitions. The entire process is auto-
mated and can be followed in real-time.

Once the process is finished, the user can down-
load the performances of the model generated dur-
ing the whole analysis. Performances measures cur-
rently include accuracy, precision, recall, F-score
and Matthews correlation coefficient.

3.3.2 Annotation using active learning

During the training of the model and the selection
of the instances to label, the user can also observe
in real time the accuracy of the model with the
currently labelled data used as a training set.

Once instances have been selected to be labelled,
the user is brought to a page where the text to
label is displayed (Fig 2). They can either select an
existing label or create a new one in the below drop-
down menu. Above the text, a interactive plot with
all the performance measures across the iterations
is shown. This should have a positive impact on the
motivation of the annotator by showing the effect
of their work directly during the learning process.

3.4 Results interface

Once the process finished, the user can download
for both types of processes the performances vi-
sualized in the plots. If ALAMBIC is used for
annotating a dataset, the annotated dataset and the
trained model during the last iteration can also be
downloaded.

The performances are available in a CSV format
with the different performance measures for each it-
eration, and optionally the repetitions, of the active
learning process.

The annotated dataset format is a CSV file with
the path of the text file, the ground-truth label if
available, the manual label given during the an-
ntation process, the label predicted by the model
trained with ALAMBIC, as well as if the instance
was part of the training set, the test set or none of
them.

The model is exported in a compressed joblib
format, compatible with most of the machine learn-
ing libraries for downstream import and usage.
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Figure 2: Annotation interface for text classification in ALAMBIC. The text to label is displayed below an interactive
plot showing the performances of the model trained on the labelled data across the active learning iterations. The
dropdown menu below the text to annotate allows the selection of an existing label or the creation of a new one by

typing the new label in the text box.

4 Use Cases

The platform supposes that the user has a partially
labelled dataset, a preferred model and features to
use, and wants to label a portion of the remaining
unlabelled dataset in a way that this portion will be
the most informative to obtain a high-performance
model. ALAMBIC can be used for two main use
cases :

¢ Comparison of active learning strategies:
ALAMBIC can be used to compare the perfor-
mance of different active learning strategies,
to determine which strategy to choose under
given parameters/conditions.

* Annotation of datasets: ALAMBIC allows
to choose one of the implemented active learn-
ing strategies and proceed with the annotation.
The resulting annotations, performances mea-
sures and trained model can be exported and
used for downstream analysis or automatic
annotation.

5 Experiments and Results

We used the training set of the Large Movie Review
Dataset (Maas et al., 2011), consisting in 25,000

highly polarized movie reviews, 12,500 positive
and 12,500 negative.

For the analysis, we selected randomly 500 in-
stances from each class.

Using ALAMBIC, we tested several active learn-
ing methods, including an uncertainty-based strat-
egy (Settles, 2009), i.e. strategy based on different
measures of uncertainty computed with the pre-
diction output of the model; Core-set (Sener and
Savarese, 2018), a selection method which tries
to select the most different from the current train-
ing set and representative subset of unlabelled in-
stances; and of course the random sampling as a
baseline.

Each active learning method was tested for five
folds of cross-validation, with three repetitions of
the active learning process for the same test set
with different initial training seeds (of a size of
10% of the remaining dataset). This means that
15 experiments were conducted for each strategy.
Resulting performances are averaged for each iter-
ation step. For each step, 50 instances are selected
to be added.

The experiment was conducted with a Support
Vector Machine (SVM) and a Random Forest (RF),
with the default parameters proposed in their im-
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Figure 3: F-score obtained during the analysis of several active learning strategies with the SVM for a subset of
1000 samples of the Large Movie Reviews Dataset. Each panel highlights the results obtained for one specific

strategy, with the other strategies greyed out.
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Figure 4: F-score obtained during the analysis of several active learning strategies with the RF for a subset of 1000
samples of the Large Movie Reviews Dataset. Each panel highlights the results obtained for one specific strategy,

with the other strategies greyed out.

plementation in scikit-learn. The text was first
pre-processed by ignoring the stop words, then
the Term Frequency -Inverse Document Frequency
(TE-IDF) was computed for each term, with a min-
imum document frequency of 0.1 and a maximum
of 0.9. Only the top 3000 features were kept to
build the vocabulary, ordered by term frequency
across the corpus.

Figure 3 and 4 display the F-scores obtained for
the subset of 1000 samples. We could observe that
it would be preferable to use the uncertainty sam-
pling method coupled with the SVM, as we see that
while it performs less efficiently in the first few it-
erations, it clearly performs better and reached an

optimal performance earlier than the random sam-
pling or core-set method. However, if one wanted
to use a RF, then it would be better to use the core-
set method, as while it does not perform well in the
first iterations, it outperforms the outer two selec-
tion methods. Moreover, for the RF, the uncertainty
method has a similar performance as the random
sampling.

Those observations highlight the importance of
such analysis before using active learning in a real
setting in order to choose the most optimal strategy.
More advanced cases will be explored outside this

paper.
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6 Conclusion and Future Work

We presented ALAMBIC, an open-source web-
based platform for the study and use of active learn-
ing in text classification. It can help people with
low-to-no coding skills to use in the most efficient
way active learning methods to build high-quality
NLP datasets at a faster pace. First, they can com-
pare with their choice of parameters and models
different active learning strategies and then anno-
tate their data with the strategy obtaining the best
performance.

Further developments of the tools include the
addition of other NLP annotation tasks, the inte-
gration of deep learning models and their related
active learning methods. While the later devel-
opment would reduce the ease of deployment for
non-experts in coding, this would offer more state-
of-the-art models for further automatic annotation.

Limitations

At the moment, only traditional machine learning
methods can be used with our framework. The
expansion to deep learning methods would bring
models with better accuracy and make disappear
the need to study also different features.

Using active learning in practice is also subject
to several limitations. First, finding the right initial
pool for an active learning setting will have an
important impact on the overall performance of
the active learning process. Moreover, the choice
of the evaluation set is difficult as 1) it has to be
representative of a dataset whom distribution could
be unknown and 2) large enough to evaluate the
performances of the model (such as recall, notably
sensitive to class distribution). The latter aspect
in particular would be in conflict with the spirit of
active learning which tries to limit the annotation as
much as possible. Finally, one has to keep in mind
that the oracle/annotator is not always right and
could in consequence introduce noise in the active
learning process. While some strategies could be
implemented to fight those practical issues (Yang
and Loog, 2022; Paul et al., 2020), they were not
implemented or taken into account in our work.

While it only supports few models and features
at the moment, it can be easily extended to any
models and features developed by scikit-learn.

ALAMBIC has only been tested and imple-
mented for the English language. Spacy (Honnibal
et al., 2020), which is used for some pre-processing

steps, can be however adapted for many other lan-
guages.

The platform has also not been developed for
a multi-annotators or crowd annotator contexts,
which means that only one annotator can work at a
time on the annotation task.
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ogy would be deployed in actual use cases?
Yes, our tool is dockerized, thusly easily de-
ployable. We give further details on the de-
ployment in our documentation®. Our aim is
to offer a tool which is easy to use for non-
coding experts.

Does the task carried out by the computer
match how it would be deployed? Yes, it
is exactly as described in the paper, as we
created a tool directly destined for users for
annotation purposes.

* Does the paper address possible harms
when the technology is being used as in-
tended and functioning correctly? The tool
can only be used in a local setting for an op-
timised, faster annotation. No harm can be
directly induced by the tool itself. However,
the users could use the tool to annotate in an
harmful way data and maliciously spread the
dataset, with biases and false information.
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* Does the paper address possible harms
when the technology is being used as in-
tended but giving incorrect results? As
the task concerns annotation, the only harm
brought by the tool would come from the in-
efficient selection of instances to be labelled,
which would only impact the performance of
the labelling, but not bring harm directly to
the human user.

* Does the paper address possible harms fol-
lowing from potential misuse of the tech-
nology? It highly depends on which type of
data the user wants to annotate. The misuse
would come from the data content and what
will do the user with this data, such as spread-
ing wrongly annotated datasets.

« If the system learns from user input once
deployed, does the paper describe checks
and limitations to the learning? The trained
model learns from the labelled dataset, which
is expanded by the user during the annotation
process. However, the learning process is lim-
ited to the annotation process or the analysis
process.
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A Installation commands

Docker, Docker compose and git needs to be in-
stalled. The commands to install the tool and
launch everything can be resumed in :

* Clone the repository

¢ Build the docker

Listing 1: Commands to install ALAMBIC

git clone https://github.com/Trusted-AI-Labs/ALAMBIC.git
cd ALAMBIC/

docker -compose up

B Interfaces examples
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Task Model Data age i
Settings

Optional preprocessing steps
Preprocessing steps

Ignore stop words.

Features for your model

Vectorizers
Vectorizer
TF-IDF Bag Of Words Token occurrences with hashing
With the range value for the analyzed n-grams Min n-gram to Max n-gram
from

1 < 1
Minimum size for the n-gram analysis Maximal size for the n-gram analysis

Maximum number of features

Build a vocabula onsider the top max by term frequency across the corpus.

Figure 5: Choice of the model inputs/features.

(=) Q) () o) (=)
&) D) \B) \8) 2]

Task Model Data
Settings

Usage Active
Leamning

Parameters for the Active learning analysis
Query strategies”
Random Sampling Uncertainty Sampling Margin Sampling Entropy Sampling

Cross validation*

Number of folds for the cross-validation

Repeat operations*

Number of times the learing process is repeated with the same test set

Ratio seed”

Ratio of the dataset which will be considered as the starting labelled dataset

Reevious m

Figure 6: Parameters choice for an analysis of the use of different active learning strategies. Specific parameters
include which strategies to evaluated, the number of cross-validations, number of repeats with different training
seed and the ratio of the labelled set to be used as training seed.
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Parameters of the Active learning

Query strategy”

Random Sampling %+

Ratio test*

Percentage of the datasst for the test set

Size seed”

P ——
Stop Criterion

Maximum number of labels added

Budget

Number of annotations the oracle will do

Accuracy to reach

Em e

Figure 7: Parameters choice for the annotation using active learning. Specific parameters include the strategy to use,
the ratio of the dataset to use as a test set, the size of the training seed and the stop criterion of the active learning
process.

& ALAMBIC

=

. Getting the results

| 0.80
Uncertainty Sampling0.75667

075 Uncertainty Sampling:ﬂ.?!&ﬁ_ﬁl ¥ Core-set 0.75667
— Random Sampling  0.75667

0.70

0.65

0.60

0.55
0 500 1,000
~\ 887

Download the results

X Download the statistics

Figure 8: Example of result for the analysis of different active learning strategies.
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