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Abstract

Open-retrieval question answering systems are
generally trained and tested on large datasets
in well-established domains. However, low-
resource settings such as new and emerging
domains would especially benefit from reliable
question answering systems. Furthermore, mul-
tilingual and cross-lingual resources in emer-
gent domains are scarce, leading to few or no
such systems. In this paper, we demonstrate a
cross-lingual open-retrieval question answering
system for the emergent domain of COVID-19.
Our system adopts a corpus of scientific articles
to ensure that retrieved documents are reliable.
To address the scarcity of cross-lingual training
data in emergent domains, we present a method
utilizing automatic translation, alignment, and
filtering to produce English-to-all datasets. We
show that a deep semantic retriever greatly ben-
efits from training on our English-to-all data
and significantly outperforms a BM25 baseline
in the cross-lingual setting. We illustrate the
capabilities of our system with examples and
release all code necessary to train and deploy
such a system1.

1 Introduction

One challenge of emergent domains is that the orig-
inating locality is unknown, leading to the need
for reliable information to cross language barri-
ers. However, it is unlikely that domain-specific
information will be available across multiple lan-
guages for a new domain. Furthermore, informa-
tion rapidly changes in emerging domains, com-
pounding the challenge of accessing credible data.

An example of a prominent emergent domain
is COVID-19, which has quickly spread across
the globe. To combat the spread of misinfor-
mation about COVID-19, researchers have devel-
oped open-retrieval question answering (Chen and
Yih, 2020) systems which use large collections of

1Code is open-sourced on github (link). Short video
demonstration provided on youtube (link).

trusted documents. For example, Lee et al. (2020),
Levy et al. (2021), and Esteva et al. (2021) all
develop open-retrieval QA systems using large cor-
puses of scientific journal articles. However, be-
cause these systems focus on English, they leave a
gap for implementation on emergent domains that
do not originate in English-speaking locations.

To address the limitations of prior systems, we
implement a cross-lingual open-retrieval question
answering system that retrieves answers from a
large collection of multilingual documents, where
answers may be in a language different from the
question (Asai et al., 2021).

In this work we take COVID-19 as an exemplar
of an emergent domain and present our system,
which addresses two main areas of importance:

• Cross-linguality: The locality of an emergent
domain is unknown ahead of time, making
cross-lingual QA essential. Additionally, be-
cause data can rapidly change in emerging
domains, new information may develop in
multiple languages, motivating the need for
systems that work across many languages.

• Scarcity of training data: Data scarcity is an
expected concern for emergent domains, but
multilingual and cross-lingual data are even
more limited. We demonstrate that by em-
ploying automatic translation, alignment, and
filtering methods, this challenge can be over-
come in low-resource open-retrieval QA.

This system demonstration provides in-depth
technical descriptions of the individual compo-
nents of our cross-lingual open-retrieval question
answering system: cross-lingual retrieval and cross-
lingual reading comprehension modules. Then, we
describe how to combine the components along
with document re-ranking into the complete system,
shown in Figure 1, and present several examples
taken from our system.
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Figure 1: An overview of our cross-lingual COVID-19 open-retrieval question-answering system.

2 Cross-Lingual Dense Retrieval

Training a dense retriever is challenging in low-
resource settings, such as emergent domains, due
to the data-hungry nature of large language models.
This challenge is compounded in the cross-lingual
setting, where we aim to train a model to encode
concepts from multiple languages into a similar
location in the embedding space. In this section,
we discuss how we overcome these challenges.

2.1 Data

Cross-lingual retrieval requires two datasets; a
large-scale multilingual corpus of scientific arti-
cles from which to retrieve documents and a cross-
lingual dataset for training the retriever. However,
a very limited number of COVID-19 datasets have
been released, few of which are multilingual and
none of which are cross-lingual.

CORD-19 (Lu Wang et al., 2020) is a large-scale
corpus of scientific papers on COVID-19, however
a known limitation is that it contains only English
articles. We draw inspiration from this work to
address the lack of a large scale corpus of multilin-
gual COVID-19 scientific articles. For our system,
we use a manually collected corpus of English ab-
stracts from PubMed, some of which have parallel
abstracts in additional languages. The corpus is

Figure 2: Multilingual vs. cross-lingual question an-
swering: In the multilingual setting, QA pairs exist for
multiple languages in a one-to-one mapping. On the
other hand, in cross-lingual QA questions may have an-
swers in any language, creating a one-to-many mapping.

collected using the same query as described by
Lu Wang et al. (2020) . We call this corpus multi-
lingual CORD-19 (mCORD-19), and the language
distribution can be found in Table 1.

To train our retriever we utilize the COUGH
(Zhang et al., 2021) dataset, which is a multilingual
FAQ retrieval dataset and consists of COVID-19
QA pairs. Although COUGH is multilingual, con-
taining samples in 9 different languages, COUGH
does not contain any cross-lingual QA pairs. The
language distribution is shown in Table 1.
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COUGH 9151 (en) 1077 (es) 778 (zh) 697 (fr) 573 (ja) 531 (ar)
mCORD-19 172977 (en) 1109 (es) 951 (zh) 711 (de) 614 (fr) 328 (pt)

Table 1: Top 6 languages by count for COUGH and the multilingual CORD-19 datasets. Language codes are the
following: en-English, es-Spanish, zh-Chinese, fr-French, de-German, ja-Japanese, ar-Arabic, pt-Portuguese.

Answer
Language Spanish Mandarin French Arabic German Russian Vietnamese Italian

En2All 8695 8441 8372 8231 8226 8156 8072 8003
Filtered
En2All 6620 5869 5635 5808 5867 4137 531 6568

Table 2: QA pairs in our En2All and Filtered En2All variants of the COUGH dataset, where each question is in
English, and the context and answer are in the language specified above.

2.2 Cross-lingual Data Generation

To address the lack of cross-lingual data in
COUGH we introduce a modification of the dataset
which we call English-to-all (En2All), where we
convert the dataset from the multilingual to cross-
lingual setting, as demonstrated in Figure 2. Be-
cause we are interested in a system which will
find non-English answers to English questions, we
create En2All through two translation processes.
First, we translate the answer portion of every QA
pair from COUGH into eight languages: Arabic,
French, German, Italian, Mandarin, Russian, Span-
ish, and Vietnamese. Secondly, we translate the
question portion of all QA pairs from any of the
above languages into English2.

As machine translation models do not perform
perfectly, there may be instances within En2All
that contain poor translations. To resolve this prob-
lem, we utilize LaBSE (Feng et al., 2020), an ex-
isting BERT-based sentence embedding model that
encodes 109 languages into a shared embedding
space. The model is utilized to compare the align-
ment of translations across different languages. We
take the following steps to filter out any poor trans-
lations in the data:

1. We step through the current En2All and cal-
culate similarity scores between translated an-
swers and their original English answers. To
do this, we have eight different comparisons
for each translated English QA pair.

2. Once the similarity scores have been calcu-
lated, we remove translations that do not meet
a threshold and are classified as poor transla-
tions.

2All translations are generated by the MarianNMT system
(Junczys-Dowmunt et al., 2018) through the Huggingface
Transformers (Wolf et al., 2020) library.

After going through these steps, roughly one-third
of the data samples from En2All are removed for
poor translations.

2.3 Methodology: Deep Semantic Retriever
Our retrieval model is based on the dense passage
retriever from Karpukhin et al. (2020). In contrast
to their work, we train a unified encoder that
encodes both query and corpus into a shared
space. For the encoder, we train the multilin-
gual BERT (mBERT) (Devlin et al., 2019) and
XLM-RoBERTa (XLM-R) (Conneau et al., 2020)
models. Both models have been pre-trained
using a tokenizer which shares a vocabulary
for over 100 languages, allowing the models to
encode all languages into a shared space. We
train these models on the FAQ retrieval task by
maximizing the inner product of correct QA pairs
and minimizing the inner product of within-batch
incorrect pairs.

2.4 Cross-Lingual Retrieval Evaluation
To evaluate our models in the large-scale open-
retrieval setting we utilize the questions from
COUGH and En2All as our queries and the
mCORD-19 dataset for our retrieval corpus. Be-
cause we have no ground truth labels for correct
documents, and indeed there may be some unan-
swerable questions given this corpus, we measure
model quality through a fuzzy matching metric,
Fuzzy Match at top k documents (FM@k). FM@k
utilizes the multilingual Sentence-BERT model
from (Reimers and Gurevych, 2019)3. Each of the
top k retrieved documents is split into it’s compo-
nent sentences and embedded using the sentence-
BERT model. Next, each sentence is compared

3We use the ’paraphrase-multilingual-mpnet-base-v2’ vari-
ant
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Model COUGH
(FM@5/100)

COUGH
+En2All

(FM@5/100)
BM254 18.6/41.4
mBERTbase 22.8/49.5 26.4/50.7

+ En2All 28.0/54.9 27.7/51.7
XLM-Rbase 25.0/51.3 28.1/51.6

+ En2All 30.1/55.4 28.4/52.2
+ Filtered-

En2All 32.9/56.7 30.9/53.4

XLM-Rlarge 30.5/56.6 29.8/53.2
+ En2All 32.1/56.4 29.6/52.9

Table 3: Retrieval evaluation results. All models are
trained on COUGH and additional training data is de-
noted by "+". The middle column takes queries from
COUGH, the right column from COUGH and En2All.
For both columns, the retrieval corpus is mCORD.
FM@5 and FM@100 are the fuzzy matching techniques
proposed to determine open-retrieval accuracy described
in section 2.4. Because BM25 is not cross-lingual, we
translate it’s queries into all languages in order to fairly
compare against our cross-lingual models.

with the ground truth answer by calculating the
cosine similarity with the reference answer embed-
ding from COUGH. If any of the cosine similarities
for that documents sentences are above a threshold,
the document is evaluated as a positive retrieval.

The results for our models and a BM25 baseline4

are found in Table 3. Since a multilingual BM25
cannot perform cross-lingual retrieval, in order to
fairly compare against cross-lingual models, we
translate all queries into every other language in the
mCORD corpus and then perform BM25 retrieval.

BM25 drastically underperforms compared to
encoder models and demonstrates the need for a
dense retrieval model. Although encoder models
outperform BM25 when trained on multilingual
data (COUGH), they are further improved by train-
ing on cross-lingual data (En2All). Additionally,
after filtering low quality translations from En2All,
we see further improvement in performance.

3 Cross-Lingual Reading Comprehension

3.1 Data

To train our cross-lingual reading comprehension
model, we would ideally use a cross-lingual covid-
specific question answering dataset. However, simi-
larly to cross-lingual retrieval no such dataset exists
so we augment existing datasets.

4BM25 Implementation details found
at https://github.com/alon-albalak/XOR-
COVID/tree/master/bm25

Model MCQA
(EM/F1)

MCQA+En2All
(EM/F1)

mBERTbase 20.0/57.5 19.6/55.4
+ XQuAD 21.2/57.7 20.5/55.6
+ En2All 19.3/56.1 19.2/55.8

XLM-Rbase 25.1/60.0 24.4/58.9
+ XQuAD 26.7/61.6 26.1/61.3
+ En2All 24.0/58.8 23.9/58.3

XLM-Rlarge 26.5/62.7 26.4/62.2
+ XQuAD 29.1/62.1 29.0/61.7
+ En2All 26.3/61.1 26.6/60.8

Table 4: Reading comprehension evaluation results.
All models are trained on MCQA, and additional train-
ing data is denoted by "+". The left column shows evalu-
ation on a multilingual dataset where questions/contexts
are always in the same language. The right column
additionally evaluates on a cross-lingual dataset where
questions are in english and context paragraphs may be
in any language.

Artetxe et al. (2020) introduced XQuAD, a mul-
tilingual QA dataset composed of 240 paragraphs
and 1190 QA pairs from SQuAD v1.1 which have
been professionally translated into 10 languages.
We utilize XQuAD as a pretraining dataset before
performing any training on covid-specific datasets5.
Möller et al. (2020) introduce Covid-QA, a covid-
specific QA dataset consisting of 2019 question-
answer pairs, however, it contains english-only
data. We modify Covid-QA with translations from
MarianMT (Junczys-Dowmunt et al., 2018) to gen-
erate two dataset variants based on the multilin-
gual and cross-lingual settings shown in Figure 2:
Multilingual Covid-QA (MCQA) and English-to-
all (En2All). MCQA is a multilingual version of
Covid-QA, created by translating all QA pairs into
9 languages to match those from XQuAD: Arabic,
German, Greek, Spanish, Hindi, Mandarin, Roma-
nian, Russian, and Vietnamese. En2All is our cross-
lingual variation of Covid-QA, in a similar spirit
to the cross-lingual variant of COUGH. Because
Covid-QA is english-only, to generate En2All we
translate all contexts/answers into the same 9 lan-
guages as MCQA.

3.2 Methodology: Span Extraction

Similar to our dense semantic retriever, we train
mBERT and XLM-RoBERTa models for our read-
ing comprehension task. We formulate reading
comprehension as a span extraction task, where
each model learns to find start and end tokens
which represent the answer span in a document.

5We open-source our models pretrained on XQuAD at
https://huggingface.co/alon-albalak

4

https://github.com/alon-albalak/XOR-COVID/tree/master/bm25
https://github.com/alon-albalak/XOR-COVID/tree/master/bm25
https://huggingface.co/alon-albalak


Figure 3: The main interface of our system. At the top is the search bar, where the current query is "What are the
symptoms of covid in children?" Below the search bar are the three retrieved articles, ranked by relevance. In this
example, the first retrieved document has been expanded to show the title and original text in Turkish, on the left.
And on the right is the translation of the answer and the full document into English.

3.3 Cross-Lingual Reading Comprehension
Evaluation

To evaluate our models in the reading comprehen-
sion task, we utilize the QA datasets described in
Section 3.1. We evaluate our models based on ex-
act match (EM) and F1 metrics by comparing the
predicted answer spans with ground-truth answers.

The results for our models are found in Table 4.
We train each of our models on MCQA and sup-
plement it with data from XQuAD or En2All. In-
terestingly, we find that although En2All improved
models in the retrieval setting, it only hurt model
performance in QA. We also see that pretraining
on XQuAD improves performance in all metrics
for both base models, but leads to a slight decrease
in F1 score for XLM-Rlarge. In our demo, we uti-
lize XLM-Rlarge which was pretrained on XQuAD
because it has only slightly worse F1 score, but
significantly higher exact match compared to the
next best model.

4 Cross-Lingual Open-Retrieval Question
Answering

Our system is composed of the retrieval and read-
ing comprehension modules described in sections
2 and 3. The full end-to-end system is shown in
Figure 1. After the retriever has been trained, the
mCORD-19 corpus is encoded and stored in the
dense multilingual corpus index. When a ques-

tion is posed to the system, the query is encoded,
and a maximum inner product search is performed
over the index to find documents most similar to
the query. Answers are then extracted from the re-
trieved documents and the documents are re-ranked
based on answer confidence from the span extrac-
tion model. Finally, the answer spans and full doc-
uments are translated into English and presented to
the user with highlighted answers.

5 Demo

The demonstration retrieves documents from our
mCORD-19 corpus, which has been encoded by
the deep semantic retriever from section 2.3. We
provide examples from the demo in Figures 4, 5,
and 6.

5.1 Sidebar Interface

Our system has an options sidebar, shown in Figure
7, which gives the user several choices before en-
tering a query. The user can determine how many
documents they would like to see results from, they
can select which languages the retrieved documents
should be in, and they can specify a date range for
the publications to search over. If there are no rel-
evant documents in the desired date range, then
the system will retrieve from any date range and
displays a message to inform the user.
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Figure 4: The top 3 non-English results for the query "What are the symptoms of covid in children?"

Figure 5: The top 3 non-english results for the query "What are the concerns of having covid and diabetes?"
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Figure 6: A retrieved document for the query "What is the death rate of COVID", which shows multiple correct
answers corresponding to different provinces of South Korea.

Figure 7: The options sidebar for our demonstration sys-
tem. The options include: number of articles to return,
article languages to retrieve from, and publication date
range. For visualization purposes we show all language
options.

5.2 Main Interface

To query the system, a user simply selects the de-
sired options from the sidebar and enters their ques-
tion into the search bar, as seen in Figure 3. Af-
ter the user enters their question, the system will
encode the question using the trained deep seman-
tic retriever and find the most relevant documents
within the given language and date range con-
straints. Then, the reading comprehension model
will extract the answer (or answers) most rele-

vant to the query from each retrieved document.
Additionally, for any non-English documents, the
system translates both the retrieved article and ex-
tracted answers into English6. Finally, the retrieved
documents will be re-ranked based on the confi-
dence scores for the extracted answers.

The desired number of documents will be dis-
played to the user as a list of publication dates.
Each item can be expanded to show the article title,
original document with highlighted answers, trans-
lated answers, and the full article translation. If
an article contains a single answer, it will be high-
lighted in red. If there are multiple answers, each
answer will be highlighted with a different color to
allow for easy alignment between original answers
and their translations, demonstrated in Figure 6.

6 Conclusion

In this work, we tackled two challenging areas
in open-retrieval QA: cross-linguality and data
scarcity. We presented methods for generating
cross-lingual data in an emergent domain, COVID-
19. Then, we demonstrated that an open-retrieval
QA system trained on our data significantly outper-
forms a BM25 baseline. We hope that the methods
presented here allow for increased access to reliable
information in future emergent domains.

6All translations are generated by MarianNMT (Junczys-
Dowmunt et al., 2018) from the Huggingface Transformers
library (Wolf et al., 2020).
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7 Broader Impact and Limitations

Crucial to any open-retrieval question-answering
system, the credibility and truthfulness of the
documents is paramount, in particular when
trying to prevent and combat misinformation
that arises in emergent domains. Any question-
answering system is limited by the corpus used.
To this end, we do our best to ensure that any in-
formation included in our corpus is truthful by in-
cluding only peer-reviewed scientific articles from
PubMed7.

Furthermore, there may be emergent domains
without peer-reviewed scientific articles from
which to draw answers. In these cases (and in
fact in cases where peer-review does exist) it is
imperative to include sources along with answers.
This allows for users to judge the quality of infor-
mation. In our system we present the title and date
of publication for each returned article so that users
can find the source content if desired.

Finally, a known limitation of dense-indexed
open-retrieval systems is the static nature of the un-
derlying database. This is a particularly important
point for emerging domains, where current knowl-
edge is quickly being updated. One disadvantage
to the dense-index approach is that as new docu-
ments become available, the index may need to
be recalculated if the new documents come from
a significantly different distribution than the exist-
ing documents in the index. See here for further
discussion and how to overcome these limitations.
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Figure 8: The top-3 non-english results for the query "Who is most vulnerable to covid?"
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