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Abstract

Open-retrieval question answering systems are
generally trained and tested on large datasets
in well-established domains. However, low-
resource settings such as new and emerging
domains would especially benefit from reliable
question answering systems. Furthermore, mul-
tilingual and cross-lingual resources in emer-
gent domains are scarce, leading to few or no
such systems. In this paper, we demonstrate a
cross-lingual open-retrieval question answering
system for the emergent domain of COVID-19.
Our system adopts a corpus of scientific articles
to ensure that retrieved documents are reliable.
To address the scarcity of cross-lingual training
data in emergent domains, we present a method
utilizing automatic translation, alignment, and
filtering to produce English-to-all datasets. We
show that a deep semantic retriever greatly ben-
efits from training on our English-to-all data
and significantly outperforms a BM25 baseline
in the cross-lingual setting. We illustrate the
capabilities of our system with examples and
release all code necessary to train and deploy
such a system'.

1 Introduction

One challenge of emergent domains is that the orig-
inating locality is unknown, leading to the need
for reliable information to cross language barri-
ers. However, it is unlikely that domain-specific
information will be available across multiple lan-
guages for a new domain. Furthermore, informa-
tion rapidly changes in emerging domains, com-
pounding the challenge of accessing credible data.

An example of a prominent emergent domain
is COVID-19, which has quickly spread across
the globe. To combat the spread of misinfor-
mation about COVID-19, researchers have devel-
oped open-retrieval question answering (Chen and
Yih, 2020) systems which use large collections of

'Code is open-sourced on github (link). Short video
demonstration provided on youtube (link).
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trusted documents. For example, Lee et al. (2020),
Levy et al. (2021), and Esteva et al. (2021) all
develop open-retrieval QA systems using large cor-
puses of scientific journal articles. However, be-
cause these systems focus on English, they leave a
gap for implementation on emergent domains that
do not originate in English-speaking locations.

To address the limitations of prior systems, we
implement a cross-lingual open-retrieval question
answering system that retrieves answers from a
large collection of multilingual documents, where
answers may be in a language different from the
question (Asai et al., 2021).

In this work we take COVID-19 as an exemplar
of an emergent domain and present our system,
which addresses two main areas of importance:

* Cross-linguality: The locality of an emergent
domain is unknown ahead of time, making
cross-lingual QA essential. Additionally, be-
cause data can rapidly change in emerging
domains, new information may develop in
multiple languages, motivating the need for
systems that work across many languages.

* Scarcity of training data: Data scarcity is an
expected concern for emergent domains, but
multilingual and cross-lingual data are even
more limited. We demonstrate that by em-
ploying automatic translation, alignment, and
filtering methods, this challenge can be over-
come in low-resource open-retrieval QA.

This system demonstration provides in-depth
technical descriptions of the individual compo-
nents of our cross-lingual open-retrieval question
answering system: cross-lingual retrieval and cross-
lingual reading comprehension modules. Then, we
describe how to combine the components along
with document re-ranking into the complete system,
shown in Figure 1, and present several examples
taken from our system.

Proceedings of the 17th Conference of the European Chapter of the Association for Computational Linguistics
System Demonstrations, pages 1-10
May 2-4, 2023 ©2023 Association for Computational Linguistics


https://github.com/alon-albalak/XOR-COVID
https://youtu.be/HxNPl7shtUY

Question:

"What are the R I IO -
symptoms of |+ Deep Semantic Retriever : SR RN
covipin | - P g *  Reading
children?" ) —— | ) . Comprehension -
: > Multilingua . : .
: > Encoder . . .
SR e DL :
* | Dense Multilingual : Product | FETETE “» Span Extraction | -
- ; Search . Documents . .
- i Corpusindex . _~ X - .
- . | —— ) * .
Multilingual . : ) | .
CORD-19 —— . Document
| —— ;
. : : . Re-Ranking
Y — .

Titte: Epidemiological and clinical characteristics of early COVID-19 cases, United Kingdom of

Great Britain and Northern Ireland

Journal Text

Au niveau de lage, a proportion d'enfants ayant contracté la COVID-19 était moindie.[[EFSNERY
des cas avaient de la toux, de la fiévre et de la fatigue. [ERIEITICREENELT I
symptomes variaient en fonction de |'age, présentant une relation non linéaire avec cet élément
Plus I'age des cas de COVID-19 avancait, plus ils étaient susceptibles de développer de la fidvre, &
l'exception de ceux touchés par d'autres infections respiratoires. Le risque d'essoufflement
augmentait lui aussi avec '4ge chez une grande partie des cas de COVID-19. Cette étude a apporté
un éclairage utile dans I'établissement d'une définition des cas. Elle a également fourni, pour
diverses modélisations, des indications sur la charge que pourrait faire peser la COVID-19.

. Translation

Answer Translation

Most cases had cough, fever and fatigue.

Full Translation

Atthe age level, the proportion of children with VOCID-19 was lower. Most cases had cough,
fever, and fatigue. The sensitivity and specificity of symptoms varied with age, having a non-linear
relationship with this element. The more advanced the age of VOCID-19 cases, the more likely
they were to develop fever, with the exception of those affected by other respiratory infections.
The risk of shortness of breath also increased with age in a large proportion of cases of VOCID-
19. This study provided useful insight into the definition of cases, and for various models,
information on the potential burden of VOCID-19.

Figure 1: An overview of our cross-lingual COVID-19 open-retrieval question-answering system.

2 Cross-Lingual Dense Retrieval

Training a dense retriever is challenging in low-
resource settings, such as emergent domains, due
to the data-hungry nature of large language models.
This challenge is compounded in the cross-lingual
setting, where we aim to train a model to encode
concepts from multiple languages into a similar
location in the embedding space. In this section,
we discuss how we overcome these challenges.

2.1 Data

Cross-lingual retrieval requires two datasets; a
large-scale multilingual corpus of scientific arti-
cles from which to retrieve documents and a cross-
lingual dataset for training the retriever. However,
a very limited number of COVID-19 datasets have
been released, few of which are multilingual and
none of which are cross-lingual.

CORD-19 (Lu Wang et al., 2020) is a large-scale
corpus of scientific papers on COVID-19, however
a known limitation is that it contains only English
articles. We draw inspiration from this work to
address the lack of a large scale corpus of multilin-
gual COVID-19 scientific articles. For our system,
we use a manually collected corpus of English ab-
stracts from PubMed, some of which have parallel
abstracts in additional languages. The corpus is

Multilingual Cross-Lingual
. Context/ . Context/
Question Question
Answer Answer
English —>» English English English
Spanish ——>» Spanish Spanish Spanish
Mandarin —>» Mandarin Mandarin Mandarin

Figure 2: Multilingual vs. cross-lingual question an-
swering: In the multilingual setting, QA pairs exist for
multiple languages in a one-to-one mapping. On the
other hand, in cross-lingual QA questions may have an-
swers in any language, creating a one-to-many mapping.

collected using the same query as described by
Lu Wang et al. (2020) . We call this corpus multi-
lingual CORD-19 (mCORD-19), and the language
distribution can be found in Table 1.

To train our retriever we utilize the COUGH
(Zhang et al., 2021) dataset, which is a multilingual
FAQ retrieval dataset and consists of COVID-19
QA pairs. Although COUGH is multilingual, con-
taining samples in 9 different languages, COUGH
does not contain any cross-lingual QA pairs. The
language distribution is shown in Table 1.



COUGH 9151 (en) 1077 (es)

778 (Zh) | 697 () | 573 Ga) | 531 (an)

mCORD-19 | 172977 (en) | 1109 (es)

951 (zh) | 711 (de) | 614 (fr) | 328 (pt)

Table 1: Top 6 languages by count for COUGH and the multilingual CORD-19 datasets. Language codes are the
following: en-English, es-Spanish, zh-Chinese, fr-French, de-German, ja-Japanese, ar-Arabic, pt-Portuguese.

Answer

L Spanish | Mandarin | French | Arabic | German | Russian | Vietnamese | Italian
anguage

En2All 8695 8441 8372 8231 8226 8156 8072 8003
Filtered

En2All 6620 5869 5635 5808 5867 4137 531 6568

Table 2: QA pairs in our En2All and Filtered En2All variants of the COUGH dataset, where each question is in
English, and the context and answer are in the language specified above.

2.2 Cross-lingual Data Generation

To address the lack of cross-lingual data in
COUGH we introduce a modification of the dataset
which we call English-to-all (En2All), where we
convert the dataset from the multilingual to cross-
lingual setting, as demonstrated in Figure 2. Be-
cause we are interested in a system which will
find non-English answers to English questions, we
create En2All through two translation processes.
First, we translate the answer portion of every QA
pair from COUGH into eight languages: Arabic,
French, German, Italian, Mandarin, Russian, Span-
ish, and Vietnamese. Secondly, we translate the
question portion of all QA pairs from any of the
above languages into English?.

As machine translation models do not perform
perfectly, there may be instances within En2All
that contain poor translations. To resolve this prob-
lem, we utilize LaBSE (Feng et al., 2020), an ex-
isting BERT-based sentence embedding model that
encodes 109 languages into a shared embedding
space. The model is utilized to compare the align-
ment of translations across different languages. We
take the following steps to filter out any poor trans-
lations in the data:

1. We step through the current En2All and cal-
culate similarity scores between translated an-
swers and their original English answers. To
do this, we have eight different comparisons
for each translated English QA pair.

2. Once the similarity scores have been calcu-
lated, we remove translations that do not meet
a threshold and are classified as poor transla-
tions.

2All translations are generated by the MarianNMT system
(Junczys-Dowmunt et al., 2018) through the Huggingface
Transformers (Wolf et al., 2020) library.

After going through these steps, roughly one-third
of the data samples from En2All are removed for
poor translations.

2.3

Our retrieval model is based on the dense passage
retriever from Karpukhin et al. (2020). In contrast
to their work, we train a unified encoder that
encodes both query and corpus into a shared
space. For the encoder, we train the multilin-
gual BERT (mBERT) (Devlin et al., 2019) and
XLM-RoBERTa (XLM-R) (Conneau et al., 2020)
models. Both models have been pre-trained
using a tokenizer which shares a vocabulary
for over 100 languages, allowing the models to
encode all languages into a shared space. We
train these models on the FAQ retrieval task by
maximizing the inner product of correct QA pairs
and minimizing the inner product of within-batch
incorrect pairs.

Methodology: Deep Semantic Retriever

2.4 Cross-Lingual Retrieval Evaluation

To evaluate our models in the large-scale open-
retrieval setting we utilize the questions from
COUGH and En2All as our queries and the
mCORD-19 dataset for our retrieval corpus. Be-
cause we have no ground truth labels for correct
documents, and indeed there may be some unan-
swerable questions given this corpus, we measure
model quality through a fuzzy matching metric,
Fuzzy Match at top k documents (FM@k). FM @k
utilizes the multilingual Sentence-BERT model
from (Reimers and Gurevych, 2019)3. Each of the
top k retrieved documents is split into it’s compo-
nent sentences and embedded using the sentence-
BERT model. Next, each sentence is compared

3We use the ’paraphrase-multilingual-mpnet-base-v2’ vari-
ant



COUGH
Model (ngo@lj'j(;JlIE)IO) +En2All
(FM@5/100)

BM25* 18.6/41.4
MBERTpase 22.8/49.5 26.4/50.7
+ En2All 28.0/54.9 27.7/51.7
XLM-Rpase 25.0/51.3 28.1/51.6
+En2All 30.1/55.4 28.4/52.2

+ Filtered-

En2All 32.9/56.7 30.9/53.4
XLM-Riarge 30.5/56.6 29.8/53.2
+ En2All 32.1/56.4 29.6/52.9

Table 3: Retrieval evaluation results. All models are
trained on COUGH and additional training data is de-
noted by "+". The middle column takes queries from
COUGH, the right column from COUGH and En2All.
For both columns, the retrieval corpus is mCORD.
FM @5 and FM @ 100 are the fuzzy matching techniques
proposed to determine open-retrieval accuracy described
in section 2.4. Because BM25 is not cross-lingual, we
translate it’s queries into all languages in order to fairly
compare against our cross-lingual models.

with the ground truth answer by calculating the
cosine similarity with the reference answer embed-
ding from COUGH. If any of the cosine similarities
for that documents sentences are above a threshold,
the document is evaluated as a positive retrieval.

The results for our models and a BM25 baseline*
are found in Table 3. Since a multilingual BM25
cannot perform cross-lingual retrieval, in order to
fairly compare against cross-lingual models, we
translate all queries into every other language in the
mCORD corpus and then perform BM2S5 retrieval.

BM25 drastically underperforms compared to
encoder models and demonstrates the need for a
dense retrieval model. Although encoder models
outperform BM25 when trained on multilingual
data (COUGH), they are further improved by train-
ing on cross-lingual data (En2All). Additionally,
after filtering low quality translations from En2All,
we see further improvement in performance.

3 Cross-Lingual Reading Comprehension

3.1 Data

To train our cross-lingual reading comprehension
model, we would ideally use a cross-lingual covid-
specific question answering dataset. However, simi-
larly to cross-lingual retrieval no such dataset exists
S0 we augment existing datasets.

‘BM25 Implementation details found
at https://github.com/alon-albalak/XOR-
COVID/tree/master/bm?25

MCQA  MCQA+En2All
Model (EM/F1) (EM/F1)
MBERTe 200575 19.6/55.4
+XQuAD  212/57.7 20.5/55.6
+FE2AI 19.3/56.1 19.2/55.8
XIM-Rppe  25.1/60.0 24.4/58.0
+XQuAD  26.7/61.6 26.1/61.3
+En2AIl 24.0/58.8 23.9/58.3
XLCM-Rge 26,5627 26.4/62.2
+XQUAD  29.1/62.1 29.0/61.7
+En2AIL 263/61.1 26.6/60.8

Table 4: Reading comprehension evaluation results.
All models are trained on MCQA, and additional train-
ing data is denoted by "+". The left column shows evalu-
ation on a multilingual dataset where questions/contexts
are always in the same language. The right column
additionally evaluates on a cross-lingual dataset where
questions are in english and context paragraphs may be
in any language.

Artetxe et al. (2020) introduced XQuAD, a mul-
tilingual QA dataset composed of 240 paragraphs
and 1190 QA pairs from SQuAD v1.1 which have
been professionally translated into 10 languages.
We utilize XQuAD as a pretraining dataset before
performing any training on covid-specific datasets’.
Moller et al. (2020) introduce Covid-QA, a covid-
specific QA dataset consisting of 2019 question-
answer pairs, however, it contains english-only
data. We modify Covid-QA with translations from
MarianMT (Junczys-Dowmunt et al., 2018) to gen-
erate two dataset variants based on the multilin-
gual and cross-lingual settings shown in Figure 2:
Multilingual Covid-QA (MCQA) and English-to-
all (En2All). MCQA is a multilingual version of
Covid-QA, created by translating all QA pairs into
9 languages to match those from XQuAD: Arabic,
German, Greek, Spanish, Hindi, Mandarin, Roma-
nian, Russian, and Vietnamese. En2All is our cross-
lingual variation of Covid-QA, in a similar spirit
to the cross-lingual variant of COUGH. Because
Covid-QA is english-only, to generate En2All we
translate all contexts/answers into the same 9 lan-
guages as MCQA.

3.2 Methodology: Span Extraction

Similar to our dense semantic retriever, we train
mBERT and XLM-RoBERTa models for our read-
ing comprehension task. We formulate reading
comprehension as a span extraction task, where
each model learns to find start and end tokens
which represent the answer span in a document.

>We open-source our models pretrained on XQuAD at
https://huggingface.co/alon-albalak
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Ask any question about COVID-19!

Enter your question

What are the symptoms of covid in children?

Top Retrieved Articles

2020-01-01

Title: SARS-CoV-2 infection in children.

Journal Text

1ki bin on dokuz Aralik ayi itibariyle Gin'in Wuhan bélgesinden baslayarak, tim diinyay etkisi altina

almig olan bir RNA virtisii olan SARS-CoV-2 tiim yas gruplarini oldugu gibi cocuklarn da

etkilemektedir. ki bin yirmi Mart ay! itibariyle tlkemizde de ilk olgular goriilmeye baslanmistir.
Damlacik ve bu damlaciklarin kontamine ettigi ylizeylerden temas yoluyla yayilan SARS-CoV-2,
cocuklara genel olarak temasli olduklar erigkinlerden bulasmaktadir. Fekal-oral yayilim gibi diger
bulas yollar hakkinda kanitlanmis bir bilgi yoktur. Eriskinlere benzer sekilde gocuklarin ilk basvuru
iakmmalan PIERULE ates, dksiirlik, bogaz agnis, halsizlik, burun akintis ve daha nadiren kusma

bulunmaktadir.

2021-04-16

2021-03-01

Answer Translation

Fever, cough, sore throat, fatigue, nostril current, and more rarely vomiting and diarrhea.

Full Translation

As of December 2, 19, China's SARS-COV-2, an RNA virus that has influenced the entire world
from the Wuhan region, has affected children as well as all age groups. As of March 2, 20th, the
first phenomena began to be seen in our country as well. The droplet and the droplets are
emitted through contact with the surfaces of SARS-COV-2, which are generally linked to children.
There is no evidence of other infections, such as feal-oral emissions.

Figure 3: The main interface of our system. At the top is the search bar, where the current query is "What are the
symptoms of covid in children?" Below the search bar are the three retrieved articles, ranked by relevance. In this
example, the first retrieved document has been expanded to show the title and original text in Turkish, on the left.
And on the right is the translation of the answer and the full document into English.

3.3 Cross-Lingual Reading Comprehension
Evaluation

To evaluate our models in the reading comprehen-
sion task, we utilize the QA datasets described in
Section 3.1. We evaluate our models based on ex-
act match (EM) and F1 metrics by comparing the
predicted answer spans with ground-truth answers.

The results for our models are found in Table 4.
We train each of our models on MCQA and sup-
plement it with data from XQuAD or En2All. In-
terestingly, we find that although En2All improved
models in the retrieval setting, it only hurt model
performance in QA. We also see that pretraining
on XQuAD improves performance in all metrics
for both base models, but leads to a slight decrease
in F1 score for XLM-Rj;ee. In our demo, we uti-
lize XLM-Ryrge Which was pretrained on XQuAD
because it has only slightly worse F1 score, but
significantly higher exact match compared to the
next best model.

4 Cross-Lingual Open-Retrieval Question
Answering

Our system is composed of the retrieval and read-
ing comprehension modules described in sections
2 and 3. The full end-to-end system is shown in
Figure 1. After the retriever has been trained, the
mCORD-19 corpus is encoded and stored in the
dense multilingual corpus index. When a ques-

tion is posed to the system, the query is encoded,
and a maximum inner product search is performed
over the index to find documents most similar to
the query. Answers are then extracted from the re-
trieved documents and the documents are re-ranked
based on answer confidence from the span extrac-
tion model. Finally, the answer spans and full doc-
uments are translated into English and presented to
the user with highlighted answers.

5 Demo

The demonstration retrieves documents from our
mCORD-19 corpus, which has been encoded by
the deep semantic retriever from section 2.3. We
provide examples from the demo in Figures 4, 5,
and 6.

5.1 Sidebar Interface

Our system has an options sidebar, shown in Figure
7, which gives the user several choices before en-
tering a query. The user can determine how many
documents they would like to see results from, they
can select which languages the retrieved documents
should be in, and they can specify a date range for
the publications to search over. If there are no rel-
evant documents in the desired date range, then
the system will retrieve from any date range and
displays a message to inform the user.




Top Retrieved Articles
2020-01-01

Title: SARS-CoV-2 infection in children.
Journal Text

ki bin on dokuz Aralik ay itibariyle Cin'in Wuhan balgesinden baslayarak, tim diinyay! etkisi altina almig olan bir RNA viriisi olan SARS-CoV-2
tiim yag gruplanni olduZu gibi cocuklan da stkilemektedir. Tki bin yirmi Mart ayi itibariyle Glkemizde de ilk olgular gorillmeye baslanmistir

Damiacikve kontamine ettigi temas yoluyla yayilan SARS-CoV-2, gocuklara genel olarak temasl olduklan

erigkinlerden bulagmaktadir, Fekal-eral yayilim gibi digier bulas yollar hakkinda kanitlanmis bir bilgi yoktur. Eriskinlere benzer sekilde cocuklarin

ilk basvuru yakinmalan arasinda, U bulunmaktadir

2021-03-01
Title: Epidemiological and clinical characteristics of early COVID-19 cases, United Kingdom of Great Britain and Northern Ireland.
Journal Text

Au niveau de 'age, la proportion d'enfants ayant contracté la COVID-19 était moindre.|

La plupart de

1 La sensibilité et I specificité des symptBmes variaient en fonction de 'ige, présentant une relation non linéaire avec cet élément. Plus
I'4ge des cas de COVID-19 avangait, plus ils étajent susceptibles de développer de la fitvre, & l'exception de ceux touchés par d'autres
infeetions Lerisque d
apporté un éclairage utile dans I'établissement d'une définition des cas. Elle a égalsment fourni, pour diverses modélisations, des indications
surla charge que pourrait faire peser la COVID-19.

ugmentait lui aussi avec 'age chez une grande partie des cas de COVID-19, Cette éudea

2020-01-01

Title: Smell impairment in COVID-19 patients: mechanisms and clinical significance.

Journal Text

3 — cepbesnaii cumnToM, TpeByroumii TaTENBHO

AudbtbepeRURANEHOI AMArHOCTHK M. WnesoTcs OBoHAHMR He CToNbKO

Ranme, rom, uTo
~RBAIAETCA NPUSHAKOM NATONOT MM NOMOCT HOCA U OKOIOHOCORIX MA3YX, CKOMBKO MOYET OKA3ATSCA NPORBNEHHENM HEiDOSTeHEPATHBHEIX

HEBPONOrMUECKUE CHMMTOMbI.

ronosHan o/, roNOBOKPYIHEHME, NOBBILIEHHAR YTOMNAEMOCTS, MYANFUA.

¥ rebonsworo npouerTa

naumenTos Ha thote mrderun COVID-19 BuiARACHN CYAOPOTH, HAPYUICHKE COIHAHMS, a Takwe 0BHapyero namue PHK 2019-NCoV o

i aKocTI. RAHHEIE O PASEATAY HOBBIX CUMITTOMOR 3A6ONEEANMS, & BMAE BHOCM U U AUCTEBSAN.

Answer Translat

Full Translation

As of December 2,19, China's

. an RNA virus that h from the Wuhan region, has affected children as
well as all age groups. As of March 2, 20th, the first phenomena began to be seen in our country as well. The droplet and the droplets are
emitted through contact with the surfaces of SARS-COV-2, which are generally linked to children. There is no evidence of other infections,

such as feal-oral emissions.

Answer Translation

Full Translation

At the age level, the proportion of children with VOCID-19 was lower. Most cases had cough, fever, and fatigue. The sensitivity and specificity
with this element. The more advanced the age of VOCID-19 cases, the more
ion of those affected by other respiratory infections. The risk of shortness of breath also

of symptoms varied with age, having a non-linear relations!

likely they were to develop fever, with the excey

increased with age in a large proportion of cases of VOCID-19. This study provided useful insight into the definition of cases, and for various
medels, information on the potential burden of VOCID-19.

Answer Translation

Headache, dizziness, fatigue, mi

Full Translation

The results of numerous studies show that loss of smellis a serious symptom requiring careful differential diagnasis. There is strong evidence
that odar impairment is not 5o much a sign of nasal pathology and diarrhea as it can be a manifestation of neurodegenerative diseases. Some
patients with the detected SARS-CoV-2 virus have neurological symptoms. Most of them are not specific — headaches, dizziness, fatigue,

mialgia. A small percentage of patients with a COVID-19 infection show convul:

s, consciousness impairments, and RNA 2019-NCOV in

Spinal fluid. Data on the development of new symptoms of the disease, in the form of anosmia and dysgesia, are given.

Figure 4: The top 3 non-English results for the query "What are the symptoms of covid in children?"

Top Retrieved Articles

2021-02-01

Title: Diabetes mellitus in old age.

Journal Text

Bei der Diabetestherapie im hohen Lebensalter miissen kagnitive, des rden. Rein
Hamnglam (o)A Lc -olentierte Tl\mplmele men inden Hintergrund. i jen und Erhalt der

den aktuellen funktionellen, stEhls:hm und kognitiven Zustand sowie den Forderungshedart
itosen Diabetesthersy

Karen und ‘

tzulegen. Bei der medikam:

(COVID-15); wltere s Kefaktoren Gafo S

2020-12-02

Title: people with the national inLima, Peru:

Journal Text

Esta continuidad de cuidados se ha visto afectada en el Perd a

raiz de la declaratoria del estado de emergencia nacianal, producte de la pandemia par la COVID-19 salu D las
Este art gy el marco de la pandemia para
proveer continuidad del euidado alas personas con di i i a través del

fortalecimiento el primer nivel de atencién, come el punte ue contacto més cercana con las personas con diabetes.

2021-04-23

Title: Severe diabstic ketoacidosis precipitated by COVIB-13 in pediatric patients: Two case reports.

Journal Text

preiemacmnesﬂ En este informe, describimos a dos paclentes pediatricos con

diabtica, de debut inicial. Describimos

i nuestro hospital

Answer Translation

Full Translation

cognitive, functional re
therapy goals come into the background. Primarit while avoiding
‘assessment helps to clarify the current functional, mental and cognitive condition as well as the need for support in multimorbid elderty people and to define

pr gies. In high therapy, especially renal insufficiency and exsiccosis as well a5 slow dose agjustments must be taken into
acooun. Diabetes patients belong, according to Rebert Koch Institute (RKI), to the risk group for a severe course of “Coronavirus disease 2019" (COVID-19); other
risk factors for this are high 1 disease, and coronary heart disease.

urces of taken nfo account, Purely hemoglobin (A 1c -oriented

ife. Geriatric

Answer Translation

Full Translation

People with type 2 diabetes mellitus infected with SARS-CoV-2 have a greater risk of developing COVID-19 with complications and of dying as a result O it. Diabetes

hronic condition that care that with health facilties, as they must have regular access to medicines, tests and
ith health personnel. care inP it of the state of national emergency, product of the.
VID-19 i e

different providers in af i

them to receive the care they need through the strengthening of the first level of care, as the closest paint of contact with peaple with anbetes.

Answer Translation

Full Translation

pandemia de COVID-19. L 6n por C i i

. .

0f 2019 (COVID- ¥ to SARS-Cov-2 - On the one hand, diabetes mellitus

is associated with an increased risk of severe COVID-19. On the other hand, in OVID-19, diabetes melltus b
diabetic ketoacidosis. this presentation. Inthis rewr\ we described two pasdiatric patients with diabetes

hospital with of initial debut. We describe th coviD-

h iabetic ket

19 pandemic. C idosi

Figure 5: The top 3 non-english results for the query

"What are the concerns of having covid and diabetes?"




Ask any question about COVID-19!

Enter your question

What is the death rate of COVID?

Top Retrieved Articles

2021-01-01

Title: Disease severity classification and COVID-19 outcomes, Republic of Korea.
Journal Text

MokazaTtenu netansHoCTH Bbink Bbie B ropoge Tary v NPOBMHLMK KéHcaH-I‘IyKT
124/7756), uem B ocTanbHoM yacTh cTpabl (0,5%; 7/1485). C 25 (heepans no 26 MapTta 2020
rofia COOTHOLIEHHe M30NATOPOB C OTPULATENbHbBIM AaBNeHWeM Ha naluenTa ¢ COVID-19 6bino
HWx¥e nokasatens B 0,15 B ropofie Tary v npoBuHUMK KBHcaH-TykTo. B 0CTanbHOR yacT cTpaHbl
noKasaTenb YKa3aHHOTO COOTHOLUEHUA 3a TOT e nepuof CHU3KNca ¢ 5,56 ao 0,63. [lo BBeaeHWs
B 1efiCTBME CUCTEMbI KNaccuthuKauum 8 cnyyaee cMepTH 13 51 npovcxogunu fnomMa
WK BO BPEMA TPAHCNOPTUPOBKM NaLWEHTOR M3 WX AOMOB B ME[IMLUMHCKUE YUPEXAEHMS.
Knaccuirkaumsa naumeHTos no cTenexm TaxecTr 3aboneBanns A0MKHa CTaTb NPUOPHTETHON
Mepoit 4nA o6neryerns Harpysk1 Ha CCTEMY 3paBOOXPaHEHNA W CHWKEHKA NoKasaTenen
NeTanbHoCTH.

Answer Translation

(1.6 per cent;

(0.5 per cent;

Full Translation

The death rate was higher in Tegu and Kyongsan Pukto Province (1.6 per cent; 124/7756) than
in the rest of the country (0.5 per cent; 7/1485). From 25 February to 26 March 2020, the ratio
of facilities with negative pressure on patients with COVID-19 was lower than 0.15 in Tegu and
Kyongsan Pukto Province. In the rest of the country, the ratio fell from 5.56 to 0.63. Prior to the
introduction of the classification system, 8 deaths (15.7 per cent) of 51 cases occurred at home
or during the transport of patients from their homes to health facilities. The classification of
patients by severity of the disease should be a priority measure to alleviate the burden on the
health system and reduce the number of deaths.

Figure 6: A retrieved document for the query "What is the death rate of COVID", which shows multiple correct
answers corresponding to different provinces of South Korea.

Select number of articles

[y
4

Select one or more article languages

o-
start date
2020/01/01
end date
2021/07/01

Figure 7: The options sidebar for our demonstration sys-
tem. The options include: number of articles to return,
article languages to retrieve from, and publication date
range. For visualization purposes we show all language
options.

5.2 Main Interface

To query the system, a user simply selects the de-
sired options from the sidebar and enters their ques-
tion into the search bar, as seen in Figure 3. Af-
ter the user enters their question, the system will
encode the question using the trained deep seman-
tic retriever and find the most relevant documents
within the given language and date range con-
straints. Then, the reading comprehension model
will extract the answer (or answers) most rele-

vant to the query from each retrieved document.
Additionally, for any non-English documents, the
system translates both the retrieved article and ex-
tracted answers into English®. Finally, the retrieved
documents will be re-ranked based on the confi-
dence scores for the extracted answers.

The desired number of documents will be dis-
played to the user as a list of publication dates.
Each item can be expanded to show the article title,
original document with highlighted answers, trans-
lated answers, and the full article translation. If
an article contains a single answer, it will be high-
lighted in red. If there are multiple answers, each
answer will be highlighted with a different color to
allow for easy alignment between original answers
and their translations, demonstrated in Figure 6.

6 Conclusion

In this work, we tackled two challenging areas
in open-retrieval QA: cross-linguality and data
scarcity. We presented methods for generating
cross-lingual data in an emergent domain, COVID-
19. Then, we demonstrated that an open-retrieval
QA system trained on our data significantly outper-
forms a BM25 baseline. We hope that the methods
presented here allow for increased access to reliable
information in future emergent domains.

®All translations are generated by MarianNMT (Junczys-
Dowmunt et al., 2018) from the Huggingface Transformers
library (Wolf et al., 2020).




7 Broader Impact and Limitations

Crucial to any open-retrieval question-answering
system, the credibility and truthfulness of the
documents is paramount, in particular when
trying to prevent and combat misinformation
that arises in emergent domains. Any question-
answering system is limited by the corpus used.
To this end, we do our best to ensure that any in-
formation included in our corpus is truthful by in-
cluding only peer-reviewed scientific articles from
PubMed’.

Furthermore, there may be emergent domains
without peer-reviewed scientific articles from
which to draw answers. In these cases (and in
fact in cases where peer-review does exist) it is
imperative to include sources along with answers.
This allows for users to judge the quality of infor-
mation. In our system we present the title and date
of publication for each returned article so that users
can find the source content if desired.

Finally, a known limitation of dense-indexed
open-retrieval systems is the static nature of the un-
derlying database. This is a particularly important
point for emerging domains, where current knowl-
edge is quickly being updated. One disadvantage
to the dense-index approach is that as new docu-
ments become available, the index may need to
be recalculated if the new documents come from
a significantly different distribution than the exist-
ing documents in the index. See here for further
discussion and how to overcome these limitations.
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Top Retrieved Articles
2020-09-01

Title: Social Inequalities and COVID-10:

Journal Text

starker als andere. Sozialepidemiologische Muster der Pandemie, die lber

Alers- i ind kaum erforscht. Fiir Deutschland liegen bisher nur sehr wenige Befunde zu den sazialen

7] colorcin crhates Risixo haben, schrer an COVID-19 zu erkrariken und daran zu vrsterten. Hierfir dorfen sariale Ungleichneten im
Infektionsrisiko, die sich durch Lebens- wie auch i

inder

for sehwere C: eine wesentliche Rolle spielen.

2021-06-01

Title: Socio-demographic disparities in knowledge, practices, and ability to comply with COVID-19 public health measures in Canada
Journal Text

e trouver efficaces et moins sirs de
Ieur capacitéde es respecter. Eviron 80 0 des r¢pondants ot NdIque que (& grde des entants Sait assurée par les parents, et 5206 Ot nciqué que L garce des

étaitassurée par des emplai. CONCLUSION: Des messages ciblant les hommes et les jeunes, des sautiens
Sisoler, de les politiques di 4 ainsi que des pol de
port du masque et de sécurité & lécole coordonnées & échelle provinciale sont des mesures susceptibles dailenuer es problémes d'adhésion du public.

2021-04-15

Title: "You have ta take it that way." A study of the subjective experience of the corona pandemic by older people in need of help and care living at home.

Answer Translation

and people of

Full Translation

population groups mare strongly than others. However, pattems of 3
far. In Germany, very few findings on the social determinants of COVID-19 are available so
far.Fi show that people in socio-deprived regions and Peaple of Color have an increased risk of seriously
developing and dying from COVID-19. To this end, social inequalities in the risk of infection, which result from different living and working canditions, as well as
social inequalities in susceptibility and risk factors for severe COVID-19 diseases, in particular the presence of pre-existing diseases, are liely to play an important
ote.

differences, are hardly
western

Answer Translation

Full Transtation

Men, youth and people in paid employment were less likely to find effective and less secure public health measures to mest them. Approximately 80% of
respondents indicated that child care was provided by parents, and 529 indicated that child care when schools were closed was provided by parents in
‘employment. CONCLUSION: Messages targeting men and youth, social supparts for people in need of isalation, changes in warkpiace policies ta deter
are measures that can mitigate problems of public buy-in.

Answer Translation

BACKGRQUND Since clder people have an increased risk of serious and lethal progressions of SARS-CoV-2 infection, they receive special attention, which often

A

e —— Vet o SATSCo-2. ki stuen e i bsancs fm—
die sich {1 Erforderiich ist eine

Rechnung tragt und neben Risiken auch dlterer Menschen in den Mittelpunkt, und Zielist s, hv

subjektives Erleben der Coronapandemie zu beleuchten. Gefragt wird danach, wie sie die Pandemie, Risiken, Folgen und

to their need for protection. A debate is needed that takes into account their subjective realities and takes into account, in addition ta risks,

dliese aut hren Lebensaltag auswirken un wi sie damit umgehen. 1m Mal und Juni 2020 wurden 12 leitfadengestdizte Telefoninterviews durchgefChrt.

resources. The study focuses on the perspectives of older people and aims to shed light on their subjective experience of the Coronapandemie. Itis asked how they
experience the pandemic, risks, and p , how they affect their everye and how they deal with them. In May and June 2020,
12 guided telephone nterviews were conducted.

Figure 8: The top-3 non-english results for the query "Who is most vulnerable to covid?"
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