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Abstract

The Situated Interactive MultiModal Conversa-
tions (SIMMC2.1) Challenge 2022 is hosted
by the Eleventh Dialog System Technology
Challenge (DSTC11). The task of SIMMC
is to create a shopping assistant agent that can
communicate with customers in a virtual store.
It requires processing store scenes and prod-
uct catalogs along with the customer’s request
which could be decomposed into four steps and
each becomes a subtask. In this work, we in-
vestigate monolithic transformers, fusion trans-
formers, and language transformers as three
distinct multimodal modeling approaches, and
evaluate the potential of each. We also devise
a retrieval-based method to acquire meta-data
of each object which enhances the accuracy
of predicted object characteristics significantly.
Furthermore, we identify a discrepancy in using
pretrained language models for dialog tasks and
propose a simple domain-adaptation method.
Our model came in third place for object coref-
erencing, dialog state tracking, and response
generation tasks.

1 Introduction

Task-oriented dialog system refers to a system that
communicates with users with a specific purpose,
such as restaurant recommendation or accommoda-
tion reservation. The system should be able to ana-
lyze the user’s utterance to track the dialog state and
generate a response accordingly to fulfill the user’s
purpose. Recent advances in pretrained language
models and new dialog datasets such as MultiwOZ
have accelerated the research on task-oriented di-
alogs (Budzianowski et al., 2018).

To this end, Situated Interactive MultiModal
Conversations (SIMMC) Challenge was proposed
to introduce multimodality to the task-oriented dia-
log tasks (Crook et al., 2019). The challenge con-
sists of a virtual shopping scenario in the fashion
and furniture domain. Each dialog is based on up
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Figure 1: The SIMMC?2.1 dataset consists of the dia-
logues between a user and a clerk, with an image of the
virtual store’s scene and the metadata for every object
that appears in the scene. To achieve high performance
on the given four subtasks, it is important to utilize all
possible modalities with the most adequate method.

to two virtual scenes, and the user interacts with
the system to purchase items in the corresponding
domain. The system is required to process user ut-
terances, previous dialogues, images of the scenes,
and metadata files for the objects appearing in the
scenes to find the adequate belief state and generate
aresponse. An example of dialog is given in Fig-
ure 1, where the user seeks two pairs of trousers to
purchase. As the dialogues are grounded on virtual
scenes, the system should not only have a pow-
erful language understanding but also should be
able to process images and fuse the two modalities.
In the Eleventh Dialog System Technology Chal-
lenge (DSTC11), SIMMC?2.1 was held as the first
track for competition. The SIMMC2.1 challenge
decomposes the requirements of multimodal task-
oriented systems into the following four subtasks:
1) Ambiguous Candidate Identification, 2) Multi-
modal Coreference Resolution, 3) Multimodal Dia-
log State Tracking, 4) Multimodal Dialog Response
Generation. The only change from SIMMC?2.0
(Kottur et al., 2021) is the first subtask, where the

Proceedings of The Eleventh Dialog System Technology Challenge, pages 25-30
September 11, 2023 ©2023 Association for Computational Linguistics



binary classification task developed to be a more
challenging candidate identification task.

Past studies have proposed various designs for
solving the SIMMC task. For instance, Huang
(Huang et al., 2021) proposed a model based on a
vision-language transformer model and condensed
various metadata and visual data of objects into a
single token. Lee (Lee and Han, 2021) utilized con-
trastive learning to pretrain a dual encoder model to
project image data and language data into the same
semantic space. Son (Son et al., 2022) converted
image data to a natural language form with mul-
tiple attribute classifiers and leveraged the power
of a large pretrained language model for better lan-
guage generation results. Likewise, approaches
vary widely on how to process data from different
modalities.

In this study, we identify three methods that are
commonly used to model multimodality which is;
monolithic vision language transformers, dual en-
coding vision language transformers, and language-
centric multimodal transformers. We select a rep-
resentative model from each category and conduct
experiments on SIMMC?2.1 to compare the perfor-
mance of each method. We also develop a retrieval-
oriented approach for obtaining the meta-data of
individual objects, which substantially improves
the precision of the predicted attributes for each
object.

We find it unsuitable to fine-tune pretrained lan-
guage models for the SIMMC task. Most pre-
trained language models pretrain on large text
datasets that are crawled from the internet, which
are predominantly web pages and documents. How-
ever, dialogues have different characteristics com-
pared to typical text data because the vocabulary
for colloquial style differs from written text (Zhang
et al., 2020; Kulhanek et al., 2021). To be specific,
spoken language tends to have frequent corefer-
encing and ellipsis, which require earlier contexts
to understand. To this end, we experiment with
several domain-adaptation methods based on pre-
training to alleviate the problem.

2 Task Description

* #1. Ambiguous Candidate Identification
The user utterance may be ambiguous depend-
ing on the given scene in the background.
More than one item in the scene could match
the user’s description of an object, in which
case there is the need to disambiguate the
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user’s utterance. The goal of this subtask is
to find all the ambiguous candidate objects in
the scene that matches the user’s description.
As the objects are distinguished by canonical
ID(s), the model should output all the canoni-
cal ID(s) of the ambiguous candidates.

#2. Multimodal Coreference Resolution
The system should know the object the user is
referring to before preparing a response. To
minimize error propagation, this step comes in
high priority in the multimodal task-oriented
dialog task. Similar to the first subtask, the
model should output all the canonical ID(s)
for the object the user is referring to.

#3. Multimodal Dialog State Tracking
(MM-DST) Task-oriented dialogues have a
structured form of dialog states, also known
as belief states. They are abstracts of the dia-
log and contain essential information for the
system to fulfill the user’s goals. This subtask
involves predicting the correct user intent, and
pairs of slot values the user provides.

#4. Multimodal Dialog Response Genera-
tion The ultimate goal of the system is to gen-
erate an adequate answer to the user utterance.
Utilizing the results from previous subtasks
would give accurate guidance for generating
a response. This task is evaluated by the sim-
ilarity of the model output compared to the
human response.

3 Methods

We present three representative methods for solv-
ing multimodal tasks and a pretraining method to
enhance performance by adapting large pretrained
language models to the dialog domain.
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Previous studies have defined this category of
vision-language transformers as monolithic be-
cause it tends to drastically simplify the process-
ing of the visual inputs to be the same as the
convolution-free manner in processing textual in-
puts (Kim et al., 2021). As depicted in <A> of
Figure 2, we build object embeddings for every
object in the scene by leveraging visual embed-
dings extracted from each object image, bounding
box information, and textual embeddings extracted
from the metadata. The information of different

Monolithic Vision-Language Transformer
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Figure 2: Recent studies have commonly used the three methods above for modeling multimodality. <A> model
represents the Monolithic Vision-Language Transformer while <B> and <C> represent the Dual Vision-Language
Transformer and the Language-Centric Multimodal Transformer, respectively.

modalities concatenated and projected by an MLP
layer to match the hidden size of the monolithic
vision-language transformer. All of the object em-
beddings are concatenated consecutively to the em-
beddings of dialog history and are processed by
the monolithic vision-language transformer. Given
a dialog, the dialog history will have consecutive
turns, (DH; = ti,to, ..., t;—1) wWhere each turn as
a user and system utterance (t; = u;, S;), and back-
ground scene with objects, (S = 01, 02, ..., 0p,), is
created. Then, the input x for the model could be
described as follows:

x; = [DH; & u; & OA] (1)

Where object attributes OA can be obtained by
the following equation:

OA = MLP(VM(S) & PLM(S) & bboz) (2)

The visual embedding extractor is a pretrained
vision model VM and the textual embedding is a
pretrained language model PLM.

3.2 Dual Vision-Language Transformer

We define vision-language models that use a sepa-
rate encoder for modeling visual inputs and textual
inputs as dual vision-language models. They are
pretrained by a contrastive learning loss which in-
duces the embeddings of visual inputs and image
inputs to become similar if they contain the same
semantics information (Lee and Han, 2021; Li et al.,
2021). In <B> of Figure 2, a single object image
and the dialog history are each processed by the
vision transformer and the language transformer.
The two output embeddings are fused by the cross-
attention mechanism in the fusion transformer to be

27

classified for final output. We use non-visual meta-
data as additional textual inputs for more coherence
between vision and language encoders.

3.3 Language-Centric Multimodal
Transformer

This method takes a pipeline approach to handle
multimodal inputs, by converting data that are not
language to a textual form. Recent studies have
tested this method with various multimodal tasks
such as visual question answering and yielded ro-
bust performance on those that generate natural
language (Gao et al., 2022). We build an efficient
input template for reflecting all the textual data for
the language transformer to process. Each part is
explained in detail as follows:

* Object Metadata Prediction We train the ob-
ject data on a CNN model to extract attributes
from the object images which can be obtained
by utilizing the bounding box information and
the scenes of the dialog data. We devise a
retrieval-based method to reduce the search
space of all possible attributes by training the
image classifier to find the object itself among
all the candidates in the catalog, instead of
classifying each of the attributes. This way
we drastically reduce the prediction space of
each attribute and limit the model from out-
putting non-existent sets of attributes such as
"pink check-patterned jeans". We convert the
attributes extracted to a language form using a
simple template for each attribute in the form
of "[attribute type] is [predicted value].".

Language Transformer As shown in <C> of
Figure 2, we leverage the preprocessed objects



and dialog history and perform classification
on each of the objects with the output hidden
representation of the language transformer. In-
stead of using the [CLS] token for classifica-
tion, we utilized the soft-prompting technique
by building an input template with extra learn-
able prompts. Prompt tuning (Lester et al.,
2021) is simple to implement, yet efficient and
explicitly changes the model behavior with ad-
ditional input. Given that object description
OD; is the natural language form of attributes
object o; has, the following equation describes
the template of input x.

2, = [DH;@u@[P1], [P2], [MASK]©0D;]
(3)

[P1], [P2] correspond to the two soft prompts
we have used for this method, and the output
of the [MASK] token is used for classification.

3.4 Domain-Adaptation Method

To mitigate the discrepancy between pretrained lan-
guage models and dialog tasks, various methods
of domain-adaptation have been proposed, and by
far pretraining on a target domain has been most
successful (He et al., 2022; Zhang et al., 2019).
We conducted two different types of pretraining
on the task dataset, which are random masked lan-
guage modeling and noun prioritized masked lan-
guage modeling. As we are pretraining an encoder-
decoder model for generation, random masked lan-
guage modeling works identically to the Token
Masking of the BART reconstruction task. In the
Token Masking task is masking a sequence ran-
domly, and regenerate the masked sequence to its
original form. This differs from fine-tuning be-
cause the objective is to learn general language
representations by self-restoration. For the noun
prioritized masked language modeling, we utilize
the nltk POS tagger (Bird et al., 2009) to give addi-
tional weights to the nouns of the input for masking
before applying the reconstruction loss. We pre-
sumed that this method would nudge the model to
focus on the noun components of the input. This
adjustment will mitigate the discrepancy problem
because coreferencing and ellipsis usually occur on
nouns in an utterance if they were mentioned ear-
lier on in the dialogue. Given a sequence of tokens,
(T = ty,t9,...,t,), the corrupted version of the
sequence, (C' = ¢, ¢g, ..., ¢y ), the reconstruction
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Disambiguation Coreferencing

Model F1(%) F1(%)
UNITER 57.0 67.5
ALBEF 62.4 73.7
RoBERTa-large - 65.6

Table 1: Devtest evaluation of the three Representative
methods of modeling multimodality. The disambigua-
tion performance of RoBERTa-large is not evaluated
due to its lack of performance on the easier task, coref-
erencing.

Name DST Response
Intent F1(%) Slot F1(%) BLEU-4
BART 97.15 89.81 0.291
w/ pretrain 97.35 91.8 0.288
w/ noun priority 97.31 92.1 0.297

Table 2: Devtest evaluation of domain-adaptation meth-
ods.

loss can be described as follows:

7|

Lrr =~ logp(ti|C,t, by, .. ti150)  (4)
i=1

4 Experiments

4.1 Experiment Settings

All three methods for modeling multimodality used
a binary cross entropy loss for training and were
evaluated on subtasks 1 and 2, where visual infor-
mation plays a crucial role along with the input
texts. For the monolithic vision-language trans-
former, we used the UNITER-based model (Huang
etal., 2021) with visual embeddings extracted from
our image preprocessor. In the case of the dual
vision-language transformer, we leveraged ALBEF
(Li et al., 2021) with a custom input template
for the textual encoder. For the language-centric
multimodal transformer, we set RoOBERTa-large
(Liu et al., 2019) as the backbone and utilized the
ResNext101 model (Xie et al., 2017) as the attribute
extractor.

For subtasks 3 and 4, we speculated that dialog
state tracking and response generation rely heav-
ily on the language understanding and generation
power of the model. To address our speculation,
we fine-tuned the BART model, a large pretrained
language model that met our requirements. We
experimented with the domain-adaptation methods
by guiding BART with additional pretraining on
our target dataset.



Team ID Subtask 1 Subtask 2 Subtask 3 Subtask4
F1 F1 Slot F1 Intent F1 BLEU-4
Team 1 0.6726 0.9429 0.9424 0.9598 0.4093
Team 2 0.6517 - - - -
Team 3(Ours) 0.6384 0.7585 0.9048 0.9677 0.3029
Team 4 - - - - 0.2519
Team 5 0.705 0.8028 0.9266 0.9775 0.365

Table 3: Final Results on the teststd split for SIMMC2.1 competition

4.2 Results

The results for the multimodal modeling methods
are presented in Table 1, where ALBEF, the dual
vision-language transformer yielded the highest
performance followed by the monolithic vision-
language transformer, UNITER. The language-
centric multimodal model based on RoBERTa, had
the worst performance. Given that the gap between
the ALBEF and UNITER is significant, it is pre-
sumable that processing multiple objects at once
may harm the performance of the system.

Performances on the domain-adaption method
can be found in Table 2. The slot F1 score had
a higher priority than the intent F1 score accord-
ing to the rules of the competition. Under such
criteria, the noun priority masking method for pre-
training became the most preferable way for both
dialog state tracking and response generation as
it had higher performances in slot F1 and BLEU-
4. In our analysis of specific cases of the model
outputs, it was observed that the domain-adapted
version demonstrates greater expressiveness, refer-
encing past dialogues to employ a more compre-
hensive selection of adjectives for object elabora-
tion. For instance, the baseline model provides a
response with "I’ll add that top to your cart", while
the domain-adapted model produces a more ex-
pressive response, such as "I’ll put that light grey
tank top in your cart", which would in turn assist
the user with a clearer understanding of the whole
situation.

Table 3 presents the official results of SIMMC2.1
evaluated on the teststd data split. Before com-
paring our model with others, it should be ac-
knowledged that we had different circumstances
with teams 1 and 5. The two high-ranking teams
have reused certain codes from a submission in
SIMMC?2.0 that might be problematic due to the
changes in the allowed inputs during inference. The
problem was about the same objects appearing in
the train and test, which made it possible for the
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model to memorize all the attributes of the object
by using the unique id and simple attribute classifi-
cation heads. Disregarding this issue, we achieved
3rd place in subtasks 2, 3, and 4 with a marginal
gap in performance for subtask 3.

5 Conclusion

In this work, we have identified 3 common ways to
model multimodality and conducted experiments
to find the best fit for multimodal task-oriented
dialog systems. Despite that we found the dual
vision-language transformer to have higher per-
formance over other methods we did not set spe-
cific criteria for each method to be fairly evaluated
such as the size of parameters and number of train-
ing steps. We also investigated domain-adaptation
methods to enhance language understanding and
generation in the dialog domain, where we found
the noun-prioritized masking effective. It should
be interesting to leverage part-of-speech tags for
domain-adaptation to other domains, which could
be material for future work.
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