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Abstract

The goal of DSTC11 track 5 is to build task-
oriented dialogue systems that can effectively
utilize external knowledge sources such as
FAQs and reviews. This year’s challenge dif-
fers from previous ones as it includes subjec-
tive knowledge snippets and requires multi-
ple snippets for a single turn. We propose a
pipeline system for the challenge focusing on
entity tracking, knowledge selection and re-
sponse generation. Specifically, we devise a
novel heuristic to ensemble the outputs from
the rule-based method and neural model for en-
tity tracking and knowledge selection. We also
leverage metadata information in the knowl-
edge source to handle fine-grained user queries.
Our approach achieved the first place in objec-
tive evaluation and the third place in human
evaluation of DSTC11 track 5.

1 Introduction

Task-oriented dialogue (TOD) systems aim to pro-
vide users with specific services, such as making
restaurant reservation or booking hotel. Typically,
these systems utilize domain-specific APIs, which
are limited to predefined functionalities. However,
there are scenarios where a user’s request go be-
yond the coverage of domain API. For instance,
the user might ask about alcohol availability at a
restaurant or the availability of free WiFi at a hotel.
To handle such cases, TOD system that can refer to
external knowledge base, or knowledge-grounded
TODs, has drawn much attention (Wu et al., 2019;
Kim et al., 2020).

Previous studies on knowledge-grounded TODs
have focused on factual knowledge, such as FAQs
about restaurants or hotels. In practice, users usu-
ally show interest not only in factual information
but also in subjective information, involving the
experiences, opinions, and preferences of other cus-
tomers (Zhao et al., 2023). To address this aspect,

* Equal contribution.

DSTCI11 track 5 specifically focuses on building a
dialogue system that can effectively utilize subjec-
tive knowledge snippets. The subjective knowledge
snippets consist of customer reviews concerned
with hotels and restaurants, such as “If only the
room was a bit cleaner, it would have been perfect”
and “We loved the atmosphere from the moment we
walked in.” Furthermore, in some cases, multiple
knowledge snippets need to be retrieved in order to
adequately respond to a single user request, adding
an additional layer of complexity to DSTC11 track
5.

To this end, we propose a pipeline system that
addresses four subtasks of knowledge-grounded
TOD: (1) knowledge-seeking turn detection, (2)
entity tracking, (3) knowledge selection, and (4)
response generation. For entity tracking, we pro-
pose a novel heuristic that combines the results
of rule-based and neural entity matching models.
In knowledge selection, we leverage given meta-
data to precisely retrieve relevant review snippets
when the user’s request is highly specific, such
as asking about a particular menu of a restaurant.
For response generation, we propose a data aug-
mentation method using a Large Language Model
(LLM) to fine-tune the response generation model,
enabling it to handle cases with mixed opinions
more effectively. Overall schema of our pipeline is
illustrated in Figure 1.

Our approach demonstrates significant improve-
ment over baseline method in terms of the accuracy
of knowledge selection and the quality of response
generation. Furthermore, our submission achieved
the top in objective evaluation and the third place
in human evaluation of DSTC11 track 5.

2 Task Description

DSTCI11 Track 5 is about Task-oriented Conversa-
tional Modeling with Subjective Knowledge. The
dialogue dataset used in this track is an extension
of MultiWoz 2.1(Eric et al., 2020), where reviews
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Figure 1: Overall pipeline of our conversational model.

for the exact location contain different opinions.
Subjective opinions make the task more challeng-
ing than DSTC9 track 1 (Kim et al., 2020), which
relied only on factual knowledge for generating
responses.

The overall task can be divided into four sequen-
tial subtasks, which are as follows: knowledge-
seeking turn detection, entity tracking, knowledge
selection, and response generation. Knowledge-
seeking turn detection determines whether subjec-
tive knowledge is required to generate the response
based on the dialogue context and the user’s last
utterance. Entity tracking is the task of identifying
the entity relevant to the user’s last utterance, which
helps reduce the number of candidate knowledge
snippets. Knowledge selection involves finding rel-
evant knowledge snippets to user’s request from the
narrowed-down knowledge pool (Reviews, FAQs)
obtained by the entity tracking. Finally, response
generation is the task of generating a response of
the user’s request grounded on the selected knowl-
edge snippets. Given that the knowledge snippets
often have conflicting opinions about entities, it is
crucial to reflect both positive and negative reviews
whenever possible.

The challenge dataset is structured in the follow-
ing way. Firstly, it includes a dialog dataset that
contains conversations between a user and a system.
Secondly, there is a Knowledge dataset comprising
reviews and FAQs for each domain/entity. In this
context, “domain” refers to “hotel” and ‘“‘restau-
rant”, and “entity” refers to specific names such as
a hotel name (e.g. CITYROOMZ) or a restaurant
name (e.g. ROSA’S BED AND BREAKFAST).
Each entity has its own set of review documents
and FAQs. The review documents comprise sen-
tences and also store metadata that offers additional
information about each review, such as the type of

traveler (e.g. couples, etc.), specific dishes (e.g.
beef wellington, etc.), and beverages (e.g. beer, ale,
etc.). The FAQs are stored as pairs of questions and
answers.

3 Method

In this section, we explain the methods for each
subtask: knowledge-seeking turn detection, entity
tracking, knowledge selection, and response gen-
eration. The overall pipeline of our subtask is de-
scribed in the Figure 1.

3.1 Knowledge-Seeking Turn Detection

Knowledge-seeking turn detection is a binary clas-
sification task that determines whether subjective
knowledge is needed given dialogue context. We
use the DeBERTa-v3-base (He et al., 2023) model
as our backbone. We feed the dialogue context
into the pretrained DeBERTa-v3 model and get
output vectors by mean pooling. Afterward, we
pass the pooled vector through a linear layer and
use softmax to construct a binary classifier. This
method is the same as the given baseline method
in DSTCI11 track 5. The model was fine-tuned by
binary cross-entropy loss.

3.2 Entity Tracking

Entity tracking is a method that aims to find rel-
evant entities based on the dialogue context and
the user’s request. Accurately extracting relevant
entities is crucial for optimizing the performance
and efficiency of a dialogue system. The more
accurate the entity tracking, the fewer knowledge
candidates need to be retrieved in the knowledge
selection step, resulting in more precise and effi-
cient knowledge selection process. Therefore, we
perform both rule-based entity matching and neural
entity matching to achieve accurate entity tracking
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and then ensemble those entity matching results.

3.2.1 Rule-based Entity Matching

We develop our own rule-based entity matching
method based on the baseline entity matching
method provided in DSTC11 track 5. In each dia-
logue turn in dialogue context, we perform fuzzy
n-gram matching (Jin et al., 2021; Zhao et al.,
2023) with all entities (143 entities). Fuzzy n-gram
matching finds the longest contiguous matching
sub-sequence between each dialogue turns and en-
tities, then calculates a matching ratio. If the match-
ing ratio exceeds a predefined threshold, we store
the entity and its dialogue history turn. Based on
our observation, we noticed that the more recent an
entity appears, the more relevant it tends to be to
the user’s request. To tackle this, we track entities
from the most recent dialogue history turn selected
by fuzzy matching. This approach enables us to
identify and prioritize the entities that are most
likely to be relevant to the user’s current request.

3.2.2 Neural Entity Matching

In neural entity matching, we regard the task as a
sentence pair classification problem. We use the
DeBERTa-v3-large model to find relevant entities.
The dialogue history and entity are fed into the
DeBERTa model as an input of sentence pair clas-
sification task. The training and inference are con-
ducted in the same way as in knowledge-seeking
turn detection.

Unlike knowledge-seeking turn detection, there
is no negative samples provided by the dataset.
Thus, we build our own set of negative samples
using 4 sampling strategies with various difficulty:
(1) rule-based entity matching negative, (2) similar-
name negative, (3) in-domain negative, and (4) ran-
dom negative. These multi-scale negatives improve
the robustness of our neural entity matching model.

Rule-based entity matching negatives are sam-
pled from aforementioned rule-based entity match-
ing algorithm’s false positives. These samples
serve as hard negatives that are very informative
for the neural model. Similar-name negatives are
sampled from the set of entities with at least 50%
token overlap with ground truth entity. In-domain
negatives are sampled from the entities with the
same domain and random negatives are randomly
sampled from the whole entity set.

3.2.3 Ensemble

Here, we present our heuristic ensemble method
that combines the outputs of rule-based entity
matching and neural entity matching. We have
noticed that entity annotation errors are quite com-
mon, particularly when multiple entities are in-
volved in a single turn. These annotation errors
deteriorate the neural entity matching performance
in scenarios where multiple entities are present.

In contrast, the advantage of rule-based entity
matching lies in its robustness against annotation
errors. It has the ability to track multiple entities
fairly when they appear in a single dialogue turn.
However, rule-based entity matching lacks the ca-
pability to understand the dialogue context and only
extracts entities from the most recent dialogue turn
selected by fuzzy matching. From this perspective,
neural entity matching excels as it can utilize the
understanding of the dialogue context to extract
entities that appear in past dialogue turns.

We have observed that when the neural model
tracks only one entity in the dialogue context, it has
a high level of confidence in the prediction. Conse-
quently, if the neural model predicts only one entity,
we utilize the prediction of the neural model. For
dialogue contexts where the neural model extracted
multiple entities, we use the entities extracted by
rule-based entity matching. This heuristic of en-
sembling the results of two distinct models demon-
strates strong performance compared to baseline
entity matching.

3.3 Knowledge Selection

Knowledge selection involves identifying relevant
knowledge snippets to address user inquiries effec-
tively. Initially, the candidate knowledge snippets
are narrowed down through entity tracking. The
retrieval process is then conducted on these refined
candidates using two distinct approaches: neural
knowledge selection and rule-based knowledge se-
lection.

3.3.1 Neural Knowledge Selection

In neural knowledge selection, context is critical
when dealing with pronouns in review sentences.
Without the context provided by previous sentence,
it is tough to understand a review sentence contain-
ing a pronoun. Thus, we concatenate the preceding
sentence in front of each candidate sentence to
ascertain the relevance. In conclusion, a pair of
consecutive review sentences form what we refer
to as “consecutive knowledge snippets”.
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We use DeBERTa-v3-large as the backbone
model. We construct the model input as follows:
[CLS] + dialog history + [SEP] + consecutive
knowledge snippets + [SEP], where [CLS] and
[SEP] represent special tokens. For FAQs, con-
secutive knowledge snippets are constructed by
concatenating the question and answer pairs. Then,
binary classification is performed by mean pooling
the last hidden states to determine the relevance of
each knowledge snippet and the user’s request.

3.3.2 Rule-based Knowledge Selection

The unstructured knowledge base provided in
DSTCI11 track 5 allows us to harness metadata for
knowledge selection. The metadata let us know in
advance which dish or drink the restaurant review
document was related to. We also have found that
the user’s request is often associated with a specific
drink or dish. In this case, utilizing metadata is a
very efficient and accurate method.

To achieve this, we collect all entities related
to dishes and drinks derived from the metadata,
hereafter referred to as the “metadata entity set.”
We adopt a fuzzy n-gram matching approach to
compare the user’s latest utterance with the meta-
data entity set, facilitating the decision on whether
to leverage metadata for the knowledge selection
step. If the metadata is found to be relevant, an
additional round of fuzzy n-gram matching is per-
formed between all candidate knowledge snippets
and the corresponding metadata to select relevant
knowledge snippets.

Fuzzy n-gram matching effectively identifies
specific words’ presence but falls short in deter-
mining the context. To address this limitation, we
employ DeBERTa-v3-large. This neural model ex-
plores the knowledge snippets and retrieves the
most relevant knowledge snippet with the highest
logit value among the knowledge snippets within
the document containing the metadata detected by
fuzzy matching. In other words, for each document
containing relevant metadata, the neural model
identifies the most suitable knowledge snippet. Fi-
nally, the output of rule-based knowledge selection
is constructed by the union of knowledge snippets
obtained through fuzzy n-gram matching and those
selected by the neural model.

3.3.3 Ensemble

In the DSTCI11 track 5 challenge, metadata in-
cludes information such as the names of dishes
and drinks. If the user’s last utterance contains

metadata, we utilize the rule-based knowledge se-
lection method. Sometimes, the metadata is men-
tioned in the user’s last utterance but not found in
any candidate knowledge snippets. In these cases,
no knowledge snippet would be retrieved through
fuzzy n-gram matching. In such exceptional cases,
no knowledge snippets would be selected, and we
rely on the results obtained from the neural knowl-
edge selection. Also, we employ the neural knowl-
edge selection when the user’s last utterance does
not contain any metadata.

3.4 Response generation

Response generation is the core task of task-
oriented dialogue generation where the system re-
sponse is generated based on the knowledge snip-
pets, dialogue context, and the input utterance of
the user. The main issue of response generation is
properly reflecting all relevant knowledge snippets.
However, we have observed that response genera-
tion models often neglect some of the knowledge
snippets that are relevant to the user utterance and
context history. Consequently, the model some-
times reflects only negative reviews regarding the
domain or only positive reviews even if there exist
both negative and positive reviews about the place.

3.4.1 Pseudo labels

To remedy the aforementioned problem, we gen-
erated pseudo labels that indicate whether given
knowledge snippets have mixed opinions or not. In
here, the ‘mixed’ means that the reviews both have
positive and negative nuances about the domain. To
generate the pseudo labels of knowledge snippets,
the recently celebrated GPT-3 (text-davinci-003)
model was used.

Determine whether the following
reviews contain conflicting
options related to the context:
Context: <Question 1>

Reviews: <Knolwedge Snippetsl>
Opinions are conflicting: true

Context: <QuestionN>

Revies: <Knolwedge SnippetsN>
Opinions are conflicting: false
Context: <Question>

Reviews: <Test snippets>
Opinions are conflicting:

Figure 2: Example of the prompt for in-context learning
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Method Exact Match | Over Prediction Under Prediction Incorrect
Baseline 0.9076 0.0351 0.0129 0.0444
Rule-based 0.9316 0.0377 0.0081 0.0226
Neural 0.8987 0.0869 0.0002 0.0122
Baseline + Neural 0.9494 0.0189 0.0129 0.0189
Rule-based + Neural 0.9545 0.0233 0.0085 0.0137

Table 1: Results of entity tracking task on custom test set. If the predicted entity set is P and the ground-truth entity
set is G, Exact Match, Over Prediction, Under Prediction, and Incorrect occurs when P = G, G C P, P C G,
and (P — G # 0) N (G — P # ), respectively. The numbers in the table represent the proportion that each case

occupies in the entire test set.

The pseudo labels are generated via in-context
learning. First, pairs of knowledge snippets and
user utterances are labeled manually by humans.
Each sample (a knowledge snippet and a user ut-
terance) is given a true label if the snippets have
mixed opinions, and a false label otherwise. The
knowledge snippets of our interest get the pseudo
label by GPT-3 via in-context learning with the
samples like Figure 2.

We also filter out trivial knowledge snippet cases
like there is only a single ground truth knowledge
snippet for the turn. After the in-context learning,
pseudo labels for ground truth knowledge snippets
are generated. These labels are treated as special
tokens along with other tokens to generate the re-
sponse.

3.4.2 Augmentation

Another speculation for why the model is vulnera-
ble when knowledge snippets have mixed reviews
is that the training set is biased towards simple
cases like all reviews are positive or negative com-

Write a sentence contrary to
the knowledge:

Example:

Before: The Staff was just as
fantastic as the accommodations.
After: The staff was awful
while the accommodations are
nice.

Before: <knowledge snippet>
After:

l Review generation
Summarize the opinions of
reviewers:

{positive reviewl}
{negative review2}

Response generation

Figure 3: Example of data augmentation

pared to mixed cases. This assumption guides us
to generate mixed snippets where grounded knowl-
edge snippets both have positive and negative re-
views about the place.

We again employ the large language models
to generate mixed reviews based on a positive or
negative reviews. We instruct the GPT-3 (text-
davinci-003) to write a review contrary to the
knowledge. For example, if the input utterance
is “The staff was just as fantastic as
the accommodation”, we expect that the output
utterance from GPT-3 should have the opposite
meaning like “The staff was awful while the
accommodations are nice”. Like the pseudo-
label generation, in-context learning is used for the
review generation. Finally, the response for query
and snippets are generated by prompt Summarize
the opinions of reviewers.

Although it is an effective approach for generat-
ing cases where opinions are mixed, the response
might differ by a large margin from the ground
truth response which leads to deteriorated BLEU
score. The overall process is described in Figure 3.
We observe that there is little drop in BLEU score
when a small amount of augmented samples are
added, but the BLEU dropped by a large margin
when a large amount of augmented samples are
added to the dataset.

4 Experiments

4.1 Entity Tracking

Our work focuses on two different approaches in
the Entity Tracking task. The first approach aims to
increase the recall score to minimize the chances of
missing relevant entities. However, this approach
has challenges in accurately selecting the appro-
priate knowledge during the selection stage. The
second approach prioritizes increasing the exact
match score to facilitate accurate knowledge selec-
tion. We concentrated on the latter approach and
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designed an ensemble method, described in section
3.2.3, to enhance the exact match ratio.

To evaluate the performance of our proposed
method, we conduct experiments comparing vari-
ous entity matching techniques: (1) baseline entity
matching, (2) rule-based entity matching, (3) neu-
ral entity matching, (4) ensemble of baseline entity
matching with neural entity matching, and (5) en-
semble of rule-based entity matching with neural
entity matching. To ensure the consistency of eval-
uation, we create a custom test set specifically for
this purpose. The custom test set is designed to
have no duplicate logs and contains unseen entities,
accounting for 10% of the total entities.

Our findings, presented in Table 1, demonstrate
that when applied to baseline method, our rule-
based method improves exact match ratio from
0.91 to 0.93. This difference can be attributed to
the fact that we lowered the threshold from 0.95
to 0.85. With a threshold of 0.95, even minor ty-
pos in the log’s entity would result in exclusion,
whereas lowering the threshold to 0.85 allowed for
the inclusion of such cases. Analysis of the log
data reveals a substantial occurrence of entity name
typos, supporting this adjustment’s effectiveness.

The neural entity matching approach alone ex-
hibits a low exact match score, especially in multi-
entity tracking. Our proposed method, which com-
bines rule-based entity matching with neural entity
matching, overcomes this weakness and the results
demonstrate strong performance which make im-
provement in the exact match performance com-
pared to the baseline method, with the score in-
creasing from 0.91 to 0.95.

4.2 Knowledge Selection

In Knowledge Selection task, we use the ground
truth label of the Entity tracking task as input to ver-
ify the performance of our proposed neural-based
knowledge selection. We compared the perfor-
mance of DeBERTa-v3-base with only one candi-
date knowledge snippet as the baseline method and
DeBERTa-v3-base with our proposed consecutive
knowledge snippets.

Table 2 shows that giving consecutive knowl-
edge snippets is better in terms of precision, re-
call, F-1 score, and exact match ratio. We adopt a
consecutive knowledge snippet approach and aim
to analyze the impact of model size on perfor-
mance. Specifically, we compare the performance
of two models, DeBERTa-v3-base and DeBERTa-

Method Precision Recall F-1score Exact match

Baseline-DeBERTa-base 09596 0.9416  0.9505 0.8555

Consecutive-DeBERTa-base 0.9661 0.9533  0.9597 0.8662

Consecutive-DeBERTa-large | 0.9626  0.9638  0.9632 0.8935

Ensemble 0.9714 09553  0.9633 0.9009

Table 2: Results of Neural Knowledge Selection

v3-large, to determine if increasing the model size
would improve results.

The evaluation results shows that utilizing a
larger model enhances the retrieval performance.
Based on this finding, we select the DeBERTa-v3-
large model for knowledge selection, considering
its superior performance in capturing relevant in-
formation.

Moreover, we further improve our system by
ensembling the DeBERTa-v3-large model through
a majority voting scheme. This ensemble model
is trained and validated on three separate dataset
splits, allowing for diversified learning. Notably,
this ensemble approach substantially enhanced the
F-1 score and exact match accuracy.

Our experiments demonstrate the efficacy of em-
ploying consecutive knowledge snippets and the
advantages of leveraging a larger model, DeBERTa-
v3-large, for knowledge selection. Furthermore,
our ensemble strategy based on multiple training
partitions led to significant performance improve-
ments, as indicated by the enhanced F-1 score and
exact match accuracy.

4.3 Generation

We’ve used the T5-large model as the baseline in
this section. First, we conducted the experiment

Model BLEU Mix failed
Baseline 0.111 52/211
1600 Aug 0.106 32/211
3200 Aug 0.104 28/211
4800 Aug 0.105 22/211
Baseline+Pseudo 0.103 53/211
Baseline+Pseudo+Aug | 0.102 45/211
T5-3B+Pseudo 0.101 51/211
T5-3B+Pseudo+Aug 0.95 28/211

Table 3: Performance on DSTC11 validation set with
the data augmentation. “Mix failed” denotes the portion
of samples that fail to reflect both positive and nega-
tive samples. number+°‘Aug’ denotes the augmentation
method with n additional augmented samples. ‘Pseudo’
denotes the model trained with pseudo labels.
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. . Response Generation
Knowledge Selection Ensemble(Voting) Data Augmentation 7 Pseudo Labeling | Composition
Entry 0 Single Model YES YES NO
Entry 1 | 3 out of 6 votes required for Selection YES YES NO
Entry 2 | 6 out of 6 votes required for Selection YES YES NO
Entry 3 | 6 out of 6 votes required for Selection NO NO NO
Entry 4 | 6 out of 6 votes required for Selection NO NO YES

Table 4: Our submission entries in DSTCI11 track 5. Pseudo labeling refers to incorporating a “mixed” label,
identifying whether the selected knowledge snippets possess both positive and negative senses. Composition means
that the model generates individual responses for each knowledge snippets and combines the responses using

InstructGPT.

to verify if the augmentation approach is effec-
tive. As a first step, we first gather samples that
have both positive and negative reviews from the
held out DSTC11 dataset. We then compare model
responses with ground truth responses from the
filtered-out samples. In addition to BLEU score,
we count how many samples the model succeeds
to reflect both positive and negative reviews.

Table 3 shows the evaluation results of various
generation methods. Overall, the augmentation ap-
proach generates lower BLEU score samples due to
the style dissimilarity. However, the model with an
augmentation approach shows better performance
regarding mixed reviews. We have not seen a con-
spicuous change in BLEU score or human evalu-
ation as we increase the number of augmentation
samples. Here, ‘pseudo’ denotes the pseudo la-
bels, and ‘aug’ denotes the data augmentation. Al-
though T5-3B model with pseudo labels and data
augmentation showed superior performance regard-
ing reflecting both positive and negative reviews,
its BLEU score drops significantly compared to the
baseline.

4.4 Submission Results

The evaluation in the DSTCI11 track 5 challenge
involved three subtasks: knowledge-seeking turn
detection (task 1), knowledge selection (including
Entity tracking) (task 2), and response generation
(task 3). Each participating team has the opportu-
nity to submit a maximum of five entries. In our
submissions, we employ the following method:
We use the DeBERTa-v3-base model provided
in the baseline for turn detection in all five entries.
All submitted entries use ensemble method for en-
tity tracking and knowledge selection respectively.
The details of the ensemble method using majority
voting in the knowledge selection are described in
Table 4 for each entry. In addition, the details of
each entry submitted in the response generation are

also reported in Table 4. Out of the 14 teams, our
team is Team 13. Our submission entries ranked the
highest score in precision, F-1, and exact match in
knowledge selection and BLEU score in response
generation. Additionally, our model secured the
first place in the accuracy category of the human
evaluation and obtained third place overall.

Among 5 entries, Entry ID 3 was selected as the
best system and evaluated by humans. As shown in
Table 5 and Table 6, our approach achieved the first
place in objective evaluation and the third place in
human evaluation of DSTCI11 track 5.

5 Related Work

Task-oriented dialogue systems are conversational
systems designed to solve specific tasks or purposes
requested by users. Traditional TOD systems have
solved these problems by dividing them into sub-
tasks using a pipleline architecture (Young et al.,
2013). The pipeline architecture consists of natu-
ral language understanding (NLU) (Liu and Lane,
2016; Koh et al., 2023), dialogue state tracking
(DST) (Nouri and Hosseini-Asl, 2018; Lee et al.,
2021), dialogue policy (Peng et al., 2017), and
natural language generation (NLG) (Wen et al.,
2015; Peng et al., 2020) modules. By solving these
four modules sequentially, the system generates
dialogues that fulfill the user’s objectives. End-
to-end neural models for task-oriented dialogue
(TOD) systems, which build a conversational sys-
tem using a single unified model, have also been
continuously researched and developed (Hosseini-
Asl et al., 2020; Ham et al., 2020; Lee, 2021).
Task-oriented dialogue systems have predomi-
nantly relied on pre-defined application program-
ming interfaces (APIs) and structured databases
to generate user-specific responses (Zhao et al.,
2023). However, this approach has limitations as it
relies on having prior knowledge of user needs and
encounters challenges in storing all the necessary

212



Method Task1: Turn Detection Task2: Knowledge Selection Task3: Response Generation
Team ID | Entry ID | Precision | Recall Fl1 Precision | Recall Fl1 Exact Match BLEU | METEOR | ROUGE-1 ROUGE-2 | ROUGE-L
Baseline 0.9661 0.9979 | 0.9980 0.7901 0.7877 | 0.7889 0.3906 0.1004 0.1748 0.3520 0.1430 0.2753
6 0 0.9968 | 0.9996 | 0.9982 | 0.8039 | 0.8775 | 0.8391  0.5547  0.1017 | 0.1894 | 03629  0.1478 | 0.2804
0 0.9964 0.9982 | 0.9973 0.8341 0.8716 | 0.8524 0.6567 0.1024 0.1826 0.3638 0.1524 0.2868
1 0.9964 | 0.9982 | 0.9973 | 0.8511 | 0.8581 | 0.8546  0.6474 01017 | 0.1830 | 03630 01530 | 0.2870
13 (Ours) 2 0.9964 0.9982 | 0.9973 0.8590 0.8449 | 0.8519 0.6432 0.1017 0.1819 0.3618 0.1514 0.2865
3 09964 | 0.9982 | 0.9973 | 0.8590 | 0.8449 | 0.8519 06432  0.1081 | 0.1819 | 03652  0.1528 | 02872
4 0.9964 0.9982 | 0.9973 0.8590 0.8449 | 0.8519 0.6432 0.0931 0.1840 0.3591 0.1484 0.2808
14 0 0.9979 0.9989 | 0.9984 0.7856 0.8035 | 0.7944 0.4183 0.1066 0.1748 0.3599 0.1577 0.2899
Table 5: Objective evaluation results in DSTC11 track 5.
Rank | TeamID | Entry ID  Accuracy | Appropriateness | Average _
Groumtroth 50180 2610 39806 encoder' quels, the relevance s'core.can be calcu
I 6 0 2.9095 3.6596 32846 lated using inner product or cosine distance. How-
2 8 0 2.9005 3.6535 3.2770 ever, the bi-encoder model lacks cross-attention
3 | 13 (Ours) 3 2.9100 3.6321 32710 R
4 2 3 2.8908 3.6487 32697 between the query and document, which limits the
) 7 4 2.9046 3.6348 3.2697 ability to capture deeper relationships. Another
6 12 2 2.8856 3.6518 32687 . ; o
7 14 0 2.8912 3.6427 32670 method for calculating relevance scores is to utilize
Baseline 28715 3.6348 3.2531 a cross-encoder model (He et al., 2021). This al-

Table 6: Human evaluation results in DSTC11 track 5.

knowledge to generate desired responses, making
it impractical in real-world scenarios. Therefore,
there are lots of attempts to go beyond the limita-
tions of APIs by utilizing knowledge from unstruc-
tured documents. DSTC9 utilized domain FAQ
knowledge (Kim et al., 2020), while Chen et al.
(2022) employed knowledge from Wikipedia arti-
cles, both of which served as external knowledge
sources rooted in factual information. However, in
DSTCI11 track 5, the goal is to use user review data
as subjective knowledge to meet the user’s needs
in a TOD system.

Knowledge-grounded dialogue generation is not
only relying on the dialogue context but also lever-
aging external knowledge (Liu et al., 2018; Dinan
et al., 2019). By leveraging external knowledge
alongside the dialogue context, it is possible to
generate more meaningful responses to users. To
provide meaningful answers, it is crucial to obtain
relevant external knowledge, making this task akin
to a form of retrieval task. The key is how to de-
termine the relevance score between a request and
external knowledge, similar to the significance of
assessing the relevance score between a query and
a document in Question Answering task. There
are two ways to measure relevance scores using
dense vectors. First, there is the method of using
bi-encoder models (Das et al., 2016; Chang et al.,
2020; Karpukhin et al., 2020). By employing bi-

lows token-level interaction between the query and
document, resulting in better retrieval performance.
In this work, we used the cross-encoder approach to
retrieve knowledge relevant to the user’s utterance.

6 Conclusion

In this work, we proposed a pipeline system for
DSTCI11 track 5: Task-oriented Conversational
Modeling with Subjective Knowledge, mainly fo-
cusing on entity tracking, knowledge selection
and response generation. Our approach involves
the following methods: (1) an heuristic ensemble
method to combine the outputs from the rule-based
method and neural model, (2) a knowledge selec-
tion method based on metadata information, and (3)
data augmentation method to tackle mixed opinions
in review snippets. As a final result, our submission
ranked the top in objective evaluation and the third
place in human evaluation.
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