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Abstract

Social media is widely used to spread fake news
which can lead to individuals or group making
wrong judgments based on fake news. The
fake news can even create confusion, panic,
anxiety, etc., leading to taking inappropriate
actions by the individuals. Fake news creators
with their tactics may use legitimate sources
and mimic the style of reputed publications to
create fake news, making it difficult and chal-
lenging to identify such content. To address the
challenges of detecting fake news in this paper,
we - team MUCS, describe the Machine Learn-
ing (ML) models submitted to ”Fake News De-
tection in Dravidian Languages” at Dravidian-
LangTech@RANLP 2023 shared task. Three
different models, namely: Multinomial Naive
Bayes (MNB), Logistic Regression (LR), and
an Ensemble model (MNB, LR, and Support
Vector Machine (SVM)) with hard voting, are
trained using Term Frequency - Inverse Docu-
ment Frequency (TF-IDF) of word unigrams, to
detect fake news in code-mixed Malayalam text.
Among the three models ensemble model per-
formed better with a macro F1-score of 0.831
and placed 3" rank in the shared task.

1 Introduction

With the overwhelming growth of social media
like Twitter, Facebook, YouTube, etc., and the
ease with which the information can be shared
widely and quickly on these social media platforms
(Ahmed et al., 2017; Chakravarthi et al., 2022a,b;
Chakravarthi, 2023), creation and sharing of fake
news has seen the unprecedented growth. The
anonymity of users on social media has given a
chance to fake news spreaders to divert people’s be-
liefs, trust, and opinions by intentionally spreading
fake information. Usually rumors and fake news
spread fast and damage personal relationships and
social connections (Kaliyar et al., 2021). Further,
they may also cause anxiety and emotional distress
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through unfavorable perceptions, scrutiny from the
public, and social isolation (Sadeghi et al., 2022).
In order to prevent harm and discomfort from fake
news, to the users, organizations, and communities,
identifying and filtering out such fake news auto-
matically has become the need for the day (Khanam
et al., 2021).

The majority of the fake news detection sys-
tems have focused on high-resource languages like
Spanish and English (Hegde et al., 2022c) giving
no or less importance for low-resource Dravidian
languages, such as Tulu, Malayalam, Tamil, Tel-
ugu, and Kannada, due to lack of resources (Hegde
et al., 2022a). Among the low-resource languages,
Malayalam is relatively spoken by a smaller popula-
tion in Indian states of Kerala and the Lakshadweep
Islands (Thara and Poornachandran, 2022). Unlike
other Dravidian languages, Malayalam has its own
linguistic complexities, including dialect variations,
word semantics, idiomatic expressions, and so on.
These complexities can make it harder to process
and analyze the Malayalam text.

As there are no guidelines to create any
post/comment on social media, users usually com-
bine words and sub-words belonging to more than
one language they know, leading to code-mixed
text. Further, they may use more than one script to
create the post/comment. These factors make it dif-
ficult to process the code-mixed texts. Learning ap-
proaches that work well for monolingual text may
not give good results for code-mixed texts. Further,
there are no pretrained models/specific techniques
for code-mixed texts in low-resource languages.

The “Fake News Detection in Dravidian Lan-
guages” shared task organised at Dravidian-
LangTech@RANLP 2023' (Subramanian et al.,
2023) promotes fake news detection in code-mixed
Malayalam text. To address the challenges of de-
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tecting fake news in Malayalam, in this shared task,
we - team MUCS, implemented three distinct mod-
els: 1) MNB, ii) LR, and iii) Ensemble models (LR,
MNB, and SVM) with hard voting, trained with
TF-IDF of word unigrams.

The rest of the paper is organised as follows:
Section 2 gives a brief description of the related
work. While Section 3 explains the methodology,
Section 4 is about experiments and outcomes. Fi-
nally, the paper concludes in Section 5 with future
work.

2 Related Work

Fake news detection in low-resource languages
and code-mixed low-resource languages are getting
prominence gradually. Researchers have tried to
explore several techniques to identify fake news us-
ing available benchmarked corpora in low-resource
languages. A brief description of few of the rele-
vant works are given below:

A novel Kurdish fake news corpus created by
Azad et al. (2021) to detect fake news in Kur-
dish language consists of two datasets (i) Crawled
fake news and (ii) Texts that are altered from real
news. TF-IDF of words is used to train ML mod-
els (Naive Bayes (NB), SVM, LR, Decision Tree
(DT), and Random Forest (RF)) to detect fake news.
The SVM classifier outperformed all other clas-
sifiers with an accuracy of 88.71% for *Crawled
fake news’ and LR classifier outperformed all the
other algorithms on ’Texts that are altered from
real news’ with an accuracy of 83.26%. Hegde and
Shashirekha (2021) explored ensemble (RF, MLP,
Gradient Boosting (GB), and Adaptive Boosting)
model with soft voting for Urdu fake news detec-
tion. Using a combination of TF-IDF of word uni-
grams, character n-grams in the range (2, 3), and
fastText vectors, to train the ensemble model, they
obtained a macro F1-score of 0.552 and an accu-
racy of 0.713%. To detect fake news in Malayalam
language, Bijimol and Santhosh (2022) proposed
a model using Passive Aggressive classifier - an
online learning algorithm, trained with TF-IDF of
words and achieved an accuracy of 98.4%.

Balouchzahi et al. (2021) developed an ensem-
ble model (LinearSVM, LR, Multilayer Perceptron
(MLP), XGB, and RF) with soft voting, trained
with TF-IDF of char and word n-grams in the range
(1, 3) and (2, 5) respectively. They applied feature
selection techniques (Chi-square, Mutual Informa-
tion Gain (MIG), and f_classif) to select the relevant
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Figure 1: The proposed framework of ML classifiers

features and obtained a macro F1-score of 0.592. In
another work, Balouchzahi and Shashirekha (2020)
developed an ensemble model (MNB, LR, and
MLP) with hard voting for the binary classifica-
tion of fake news in Urdu. Using term frequency of
word and character n-grams in the range (1, 2) and
(1, 5) respectively to train the ensemble model, they
obtained a macro F1-score of 0.770. The approach
to detect fake news in the political domain on the
”Liar” dataset is proposed by Khanam et al. (2021).
They trained ML models (XGB, RF, NB, k-Nearest
Neighbors (k-NN), DT, and SVM) using TF-IDF
of word n-gram features and obtained an accuracy
of 75% using XGB and 73% accuracy using both
SVM and RF models.

The related work reveals that several ML algo-
rithms trained with TF-IDF of word and char n-
grams are explored to detect the fake news in low-
resource Dravidian languages. However, as the
performance of many of the existing works are low,
there is scope to develop models to detect fake news
in code-mixed low-resource Dravidian languages.

3 Methodology

The framework of the proposed ML models to iden-
tify fake news detection in code-mixed Malayalam
text is shown in Figure 1 and the steps involved in
the proposed methodology are described below:
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Classes | Train set | Development set | Test set Macro
Original 1658 409 512 Classifier | Precision | Recall | Accuracy | F1-
Fake 1599 406 507 score
Total 3257 815 1019 MNB 0.831 0.831 0.831 0.830

LR 0.820 0.819 0.819 0.819
Table 1: Class-wise distribution of the dataset il:)sde;lble 0.831 0.831 0.831 0.830

Malayalam Text
@ oIS @soud
(@R b 16YCU T G@erloto
@aldBi)o ald@S12616E)..
o
Sammelanam kazhinjhal
eallavarum covid manadhandam |After the conference,
paalikkanam ok everyone can follow the
Covid criteria

Some media forget media| Fake
principle

English Translation Label

Doesn't the party even realize [Original
that this will become a troll
later.. Too bad

Original

aflal @IW@eERUE MWD
W@Imo MOS0

Vijayane Naattil Ninnum Thalli|Vijayan can be pushed out of| Fake
Odikanam the country

Table 2: Samples of code-mixed Malayalam text from
the given dataset

3.1 Pre-processing

Malayalam code-mixed data consists of noise such
as punctuation, alphanumeric, and special charac-
ters (slash, brackets, ampersands, etc.) which are
removed during pre-processing. Text written in
Roman script is lowercased and emojis are con-
verted to their corresponding English text as they
convey emotions which will be useful for classifi-
cation. The pre-processed data is used for feature
extraction.

3.2 Feature Extraction

TF-IDF is used to preserve the relative importance
of a word within a document (Hegde et al., 2022b).
A higher TF-IDF score indicates that a term is im-
portant within a specific document while being
relatively less common in the entire corpus. In the
proposed work, TF-IDF vectors of word unigrams
is obtained from the pre-processed data using Tfid-
fVectorizer®. 15,280 word unigrams are obtained
from Train set to train the classifiers.

3.3 Model Building

The three ML models: i) MNB, ii) LR, and iii)
Ensemble of ML classifiers (MNB, LR, and SVM)
with hard voting, are proposed to identify fake news
in code-mixed Malayalam text. The strength of
MNB model is its capacity to effortlessly handle
word occurrences and distribution, capturing dis-
tinctive patterns in the text (Abbas et al., 2019).
From the training set, the classifier learns the fre-

Zhttps://scikit-learn.org/stable/modules/generated/
sklearn.feature _extraction.text. Tfidf Vectorizer.html

Table 3: Performance of the proposed models

quency of each class and each word within a class
and applies this to the test sample to determine the
most likely class from the words it contains. LR
model works by transforming the linear combina-
tion of extracted features from the given samples
through the logistic function, yielding a probability
score representing the given data point belonging
to a certain class. Ensemble models are a group
of diversified classifiers designed with the aim of
overcoming the weakness of one classifier with
the strength of the others. An Ensemble of ML
classifiers (MNB, LR, and SVM) with hard voting
is applied to obtain the benefits of SVM classifier
to handle complex decision boundaries and high-
dimensional data, LR classifier for its simplicity
and probabilistic interpretation, and MNB classifier
for its efficiency in text-based categorization. This
improves the performance of the ensemble models
as compared to individual classifiers.

4 Experiments and Results

The goal of the shared task is to classify the given
Malayalam code-mixed text into “Original” or
“Fake” news. The statistics of the Malayalam code-
mixed dataset for fake news detection provided
by the shared task organisers is shown in Table 1.
This dataset contains user-generated text extracted
from various social media platforms such as Twit-
ter, Facebook, etc. These texts in Malayalam and/or
English will be written in Malayalam and/or Ro-
man scripts. The sample texts from the dataset
along with the English translation are shown in Ta-
ble 2. Predictions on the Test set are evaluated by
the organizers of the shared task based on macro
F1-scores. The performance of the proposed mod-
els for the Development set and Test sets in terms
of precision, recall, accuracy, and macro F1-score
are shown in Table 3. Among the proposed models,
MNB and Ensemble model obtained better results,
both with a Fl-score of 0.831 securing 3" rank in
the shared task. The comparison of the macro F1-
scores of all the participating teams of the shared
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Figure 2: Comparison of macro F1-scores of the proposed ensemble model with other participants’ models

Malayalam English Actual Predicted Remarks
Text Translation Label Label

The words “@REE] and
af)2l0U@)o | Everyone is ‘n)&I0UD)o" are associated
Cdhd3e))(TT) | listening right..... Fake Original with the class ‘oniginal’ in Train
6IMEGELD set Hence, this sample Is
@eal....... classified as original.
Party When there is a The words “corona” and “party”
paruvadikk party program then Original Fake are associated with the class
Corona corona concept will ‘Fake’ in the Train set. Hence,
marinilkumm | take aside this sample is classified as Fake.

Table 4: Sample misclassified texts from the Test set with predictions generated by ensemble model

task are shown in Figure 2. The misclassified sam-
ples along with their English translation, remarks,
true and predicted labels for ensemble model are
shown in Table 4.

5 Conclusion and Future work

In this paper, we describe the three models: MNB,
LR, and Ensemble (LR, RF, and SVM) classifiers
with hard voting, submitted to the “Fake News
Detection in Dravidian Languages” at Dravidian-
LangTech@RANLP 2023 shared task. The pro-
posed models are trained with TF-IDF of word
unigrams, for detecting fake news in code-mixed
Malayalam texts. Among the three models, ensem-
ble model obtained 3™ rank with a macro F1-score
of 0.831. As a future work, fake news detection
in low-resource languages like Tulu, Kannada, and
other Dravidian languages will be explored.
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