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Abstract

This research focuses on identifying abusive
language in comments. The study utilizes
deep learning models, including Long Short-
Term Memory (LSTM) and Recurrent Neural
Networks (RNNs), to analyze linguistic pat-
terns. Specifically, the LSTM model, a type
of RNN, is used to understand the context by
capturing long-term dependencies and intricate
patterns in the input sequences. The LSTM
model achieves better accuracy and is enhanced
through the addition of a dropout layer and
early stopping. For detecting abusive language
in Telugu and Tamil-English, an LSTM model
is employed, while in Tamil abusive language
detection, a word-level RNN is developed to
identify abusive words. These models process
text sequentially, considering overall content
and capturing contextual dependencies.

1 Introduction

In recent years, online social networks (OSNs) have
gained significant significance and have become a
popular platform for obtaining news, information,
and entertainment. However, despite the various
advantages of utilizing OSNs, there is a mount-
ing body of evidence indicating the presence of an
escalating number of malicious individuals who
exploit these networks to disseminate harmful con-
tent and cause damage to others. The negative
consequences of these malicious activities are in-
creasingly evident. The spread of poisonous con-
tent, such as hate speech, misinformation, and cy-
berbullying, can have severe psychological, emo-
tional, and even physical effects on targeted indi-
viduals. Moreover, the virality and reach of OSNs
amplify the potential harm caused by malevolent ac-
tors, as harmful content can quickly spread across
networks, reaching a vast audience and causing
widespread damage. In order to mitigate this activ-
ity the organizer provide this shared task.

Natural language processing (NLP) focuses on
the practical manipulation of textual components,

converting them into a format suitable for machines.
Additionally, NLP plays a crucial role in Artifi-
cial Intelligence (Al) by providing vital insights to
determine the positivity or negativity of informa-
tion based on numerous comparisons. Hence we
combat to fix the above-mentioned problems by
applying the NLP concept.

2 Related Work

The objective of this study Chen et al. (2017) was
to explore the use of core text mining techniques
in automatically detecting abusive content in vari-
ous social media platforms such as blogs, forums,
media-sharing sites, Q and A platforms, and chat
services. The research utilized datasets from pop-
ular platforms like Twitter, YouTube, MySpace,
Kongregate, Formspring, and Slashdot. By employ-
ing supervised machine learning, the study com-
pared different text representations and dimension
reduction methods, including feature selection and
feature enhancement. The results demonstrated
the significant influence of these techniques on the
accuracy of abusive content detection. Ultimately,
the researcher concluded that employing a balanced
dataset positively impacts the accuracy of detecting
abusive content on social media platforms. They
conducted to use minority class and majority class
and obtain the best result on the minority class. In
addition to that using feature reduction will im-
prove efficiency whilst maintaining detection accu-
racies.

(Eshan and Hasan, 2017) investigates different
machine learning algorithms to detect Bengali abu-
sive text. After experiments, they analyzed that the
SVM Linear kernel performs the best with trigram
TfidfVectorizer features.

Awal et al. (2018) designed to detect abusive
comments in social media by using Naive Bayes.
The researcher collected the corpus from YouTube.
To calculate the occurrence of particular words in
a particular comment used a bag of words (BOW)
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vector. In order to evaluate the performance of the
model they applied 10-fold cross-validation.

The researcher (Akhter et al., 2021) undertook
a comprehensive study focusing on the detection
of abusive language in both Urdu and Roman Urdu
comments. This investigation encompassed the uti-
lization of a diverse set of machine learning and
deep learning models. Specifically, the author em-
ployed five ML models, namely Naive Bayes, Sup-
port Vector Machine, Instance-Based Learning ,
Logistic Regression, and JRip. Additionally, four
DL models, including CNN, LSTM, BLSTM, and
Convolutional LSTM, were also harnessed in the
analysis. The research methodology consisted of
applying these models to two distinct datasets: a
sizable collection comprising tens of thousands
of Roman Urdu comments, and a comparatively
smaller dataset containing over two thousand com-
ments in Urdu. The primary objective was to assess
the performance of these models in both linguistic
variations. The outcomes of the experiments con-
ducted revealed noteworthy insights. Notably, the
CNN exhibited superior performance compared to
the other models. Impressively, it achieved accu-
racy rates of 96.2% for Urdu comments and 91.4%
for Roman Urdu comments. This marked the CNN
as the most adept model in accurately identifying
abusive language within these linguistic contexts.

This study (Emon et al., 2019) delves into the
crucial task of identifying various forms of abusive
content within the realm of online platforms. The
research extensively explores the utilization of di-
verse machine learning and deep learning method-
ologies to address this challenge. The algorithms
under scrutiny encompass a range of models, in-
cluding the Linear Support Vector Classifier (Lin-
earSVC), Logistic Regression (Logit), Multinomial
Naive Bayes (MNB), Random Forest (RF), Artifi-
cial Neural Network (ANN), and a RNN featuring
aLSTM cell. This author introduces a pioneering
dimension by devising novel stemming rules tai-
lored specifically for the Bengali language. These
rules substantially contribute to enhancing the ef-
ficacy and overall performance of the algorithms
employed in the study. Notably, the deep learning-
powered RNN model emerges as the frontrunner
among the examined algorithms, boasting an im-
pressive peak accuracy rate of 82.20%.

This scholarly investigation involves a compre-
hensive evaluation of the efficacy of Deep Learn-
ing (DL) models in contrast to Machine Learning
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(ML) models for the purpose of detecting instances
of abusive language. The researcher, a notable
contributor in this domain, undertook an empiri-
cal study wherein a comparative analysis was con-
ducted between Logit and BLSTM models. The
primary objective was to discern their effective-
ness in identifying abusive language within the
context of the Danish language. The study’s find-
ings showcase a distinct trend: the BLSTM model,
a sophisticated variant of recurrent neural networks,
emerged as the standout performer. It outshone the
competing models in terms of accurately catego-
rizing comments sourced from prominent social
media platforms such as Reddit, Facebook, and
Twitter.(Sigurbergsson and Derczynski, 2019) com-
prehensive experimentation and analysis revealed
that the BLSTM model exhibited remarkable capa-
bilities in dealing with the intricacies and nuances
of abusive language present in user-generated con-
tent.

The studies discussed earlier have provided us
with a valuable insight, demonstrating that the uti-
lization of deep learning methodologies offers a
straightforward means of detecting the intended
content. What’s even more advantageous about
employing deep learning is that it eliminates the
necessity for employing supplementary feature ex-
traction techniques. This implies that the inherent
capability of deep learning models allows them to
discern patterns and features directly from the data,
obviating the need for manual feature engineering.
The integration of deep learning into content de-
tection thus emerges as a pivotal advancement in
the field, heralding a new era of intelligent and
efficient detection mechanisms. This transforma-
tive approach holds promise for a wide array of
applications where accuracy and automation are
paramount.

3 Task description

The objective of the task is to determine whether
a comment includes any form of abusive content.
The data sets consist of YouTube comments written
in the Tamil and Telugu-English languages. The
comments or posts in the corpus can consist of
multiple sentences, but the average sentence length
of the corpus is one. The annotations in the corpus
are made at the comment or post level, rather than
at the sentence level. This means that the task
involves analyzing comments or posts as a whole
to determine if they contain abusive content, rather



than focusing on individual sentences within the
comment. The annotations or labels indicating
whether a comment is abusive or not are assigned
based on the overall content of the comment or post
(Priyadharshini et al., 2023).

4 Methodology

4.1 Data pre-processing

After receiving the data from shared task organizer
(Priyadharshini et al.), it was split into three dis-
tinct parts: the training set, the development set,
and the testing set. However, prior to utilizing
this data for training purposes, it is crucial to per-
form pre-processing on it. The data is currently
in an unsuitable format for training a model effec-
tively. Therefore, it requires transformation into a
readable and structured format that aligns with the
requirements of the training process.

One of the primary tasks during pre-processing
is the removal of various unwanted elements
present in the data. These elements include links,
HTML tags, numbers, and symbols that may hin-
der the training process or introduce noise into the
dataset. By eliminating these unwanted compo-
nents, the data becomes cleaner and more focused,
enabling the model to better discern patterns and
relationships within the text.

Once these unwanted elements have been re-
moved, the data will be better suited for training
the model. Pre-processing allows the model to fo-
cus on the relevant linguistic features and patterns
within the text, improving its ability to generalize
and make accurate predictions or classifications.

By performing the necessary pre-processing
steps, such as transforming the data into a read-
able format and removing unwanted elements, the
dataset will be optimized for training the model,
facilitating more accurate and meaningful results
in subsequent analysis or applications. The data
size provided by the organizers of the shared task
is visually represented in Figure 1.

4.2 Algorithms

Within this section, we delve into the algorithms
employed within this research paper. The realm
of linguistic modeling predominantly relies on the
utilization of deep learning models (Yigezu et al.,
2021; Arif et al., 2022). These models, such as Con-
volutional Neural Networks (CNN) and RNN, are
commonly employed due to their ability to iden-
tify intricate patterns within textual data. More
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Figure 1: data set size for abusive comment detection

specifically, the LSTM model, which exhibits a
tree-like structure, is employed as a recurrent neu-
ral network to effectively analyze sequential data
of varying lengths (Yigezu et al., 2022).

To detect Telugu and Tamil-English abusive lan-
guage, an LSTM model was employed. In the
implementation, a dropout layer was added after
the RNN layer. This dropout layer aids in mitigat-
ing the risk of overfitting, which can occur when
the model excessively learns from the training data,
leading to reduced generalization performance. Ad-
ditionally, the model was configured to utilize early
stopping based on validation loss. This mechanism
halts the training process if the validation loss fails
to exhibit improvement for a specified number of
epochs. This approach helps prevent unnecessary
computational effort and ensures that the model is
not trained beyond a point where it ceases to ben-
efit from further iterations. The LSTM model em-
ployed in our experiment exhibits better accuracy
and significantly improves the contextual under-
standing of the data. By leveraging the capabilities
of the LSTM, our model is able to effectively cap-
ture long-term dependencies and intricate patterns
within the input sequences, enabling a deeper com-
prehension of the data.

Table 1 shows a comprehensive overview of the
parameters utilized in our LSTM model. These
parameters, carefully selected and fine-tuned, play
a crucial role in shaping the model’s architecture
and optimizing its performance. By configuring the
LSTM model with the appropriate parameters, we
were able to enhance its ability to process sequen-
tial data and achieve notable accuracy in identifying
abusive language.

In the context of Tamil abusive language detec-
tion, we developed and trained a rudimentary RNN
at the word level to effectively identify abusive



Parameters Values

embed _units 100

hidden _units 128

dropout 0.5

optimizer adam

batch _size 64

loss categorical _crossentropy
epoch 25

activation softmax

restore best weights | True

Table 1: parameters used in LSTM

words. Word-level RNNs process text by consider-
ing words as a sequential input, generating predic-
tions and hidden states at each step, and forwarding
the most recent hidden state to the subsequent step.
This iterative process allows the model to capture
contextual dependencies and patterns within the
sequence of words. RNNs have been widely em-
ployed as fundamental components in contempo-
rary neural networks designed for language identi-
fication tasks.

To facilitate the mapping of tokens (i.e., words)
to numerical representations, we utilized the Dic-
tionary class. This class serves as a tool to assign
unique and consecutive integer indexes to each to-
ken in the vocabulary. By mapping tokens to in-
dexes, the model can efficiently handle text data
and perform computations based on these numeri-
cal representations. This enables the RNN model
to process and analyze the textual information ef-
fectively, aiding in the identification of abusive
language.

To ensure fair and unbiased predictions, we em-
ployed a balanced dataset during our experimen-
tation. By using a balanced dataset, we aimed to
mitigate any potential bias that may arise from an
imbalanced distribution of abusive and non-abusive
instances. A balanced dataset consists of an equal
number of instances from each class, which helps
to prevent the model from favoring one class over
the other during training and prediction.

By utilizing a balanced dataset, we strived to cre-
ate a more equitable and reliable predictive model.
This approach allows the model to learn from an
unbiased representation of both abusive and non-
abusive language, enhancing its ability to gener-
alize and make accurate predictions on unseen
data. Ultimately, the use of a balanced dataset con-
tributes to the fairness and integrity of the abusive

247

Parameters Values
embedding_size | 100

hidden_size 128

optimizer adam
batch_size 32

crossentropy loss | reduction = sum
num_iteration 30

Table 2: parameters used in RNN

language detection system we developed. Table
2 depicts the parameters which we used in this
experiment.

We used PyTorch, a popular deep learn-
ing framework. It creates an instance of the
CrossEntropyLoss class from the torch.nn mod-
ule and sets the reduction parameter to ’sum’.
Torch.nn.CrossEntropyLoss is a loss function com-
monly used for multi-class classification problems.
It combines the softmax function and the nega-
tive log-likelihood loss. It expects the input logits
(unnormalized scores) and the target labels. The
reduction parameter determines how the loss is ag-
gregated over the batch. In this case, ’sum’ means
that the loss values for each element in the batch
will be summed together to produce a single scalar
loss value.

5 Result and Discussion

According to the findings presented in Table 3, we
employed an RNN model to detect Tamil abusive
languages. The evaluation results indicated that
the RNN model achieved a precision of 0.26, a
recall of 0.23, and an F1 score of 0.22. These met-
rics provide insights into the model’s performance,
with precision representing the accuracy of positive
predictions, recall indicating the model’s ability to
correctly identify positive instances, and the F1
score representing the harmonic mean of precision
and recall.

In the second experiment, our primary objective
was to detect Tamil-English and Telugu-English
languages using an LSTM model. The results
demonstrated that the LSTM model performed bet-
ter in the Telugu-English detection task, achieving
a precision of 0.65, a recall of 0.65, and an F1 score
of 0.65. On the other hand, for the Tamil-English
detection, the LSTM model achieved a precision
of 0.27, a recall of 0.25, and an F1 score of 0.26.

The performance metrics offer valuable insights
into how effectively the models can identify in-



stances of abusive language in Tamil-English and
Telugu-English texts. The higher precision, recall,
and F1-score in the Telugu-English detection task
indicate that the LSTM model exhibited superior
performance in accurately identifying abusive lan-
guage in that language pair. However, it is im-
portant to note that the model’s performance was
relatively lower in the Telugu-English detection
task, suggesting the need for further refinements
and improvements in the model’s ability to identify
abusive language in that specific language pair.

Task Macro-score
P R F1 | Acc
Tamil 0.26 | 0.23 | 0.22 | 0.46
Telugu-English | 0.65 | 0.65 | 0.65 | 0.65
Tamil-English | 0.27 | 0.25 | 0.26 | 0.51

Table 3: Experimental results

6 Conclusion

The research paper utilizes deep learning models,
specifically LSTM and RNNS, to analyze language
patterns. The LSTM model is employed to enhance
contextual understanding by capturing long-term
dependencies and intricate patterns in the input se-
quences. When detecting abusive language in Tel-
ugu and Tamil-English, an LSTM model is utilized,
resulting in improved accuracy and a deeper un-
derstanding of the context. In the context of Tamil
abusive language detection, a word-level RNN is
created and trained to identify abusive words. This
type of RNN processes text sequentially, capturing
contextual dependencies and patterns within the
sequence of words.

To attain enhanced and superior performance
levels, our focus will center on the utilization of
a transformer-based approach (Aurpa et al., 2022;
Gupta et al., 2022). Our strategy involves intri-
cately configuring the parameters of this approach,
meticulously fine-tuning them to yield outcomes
that hold great promise. This deliberate effort aims
to extract the utmost potential from the transformer
model, thereby optimizing its performance for op-
timal results. Through this approach, we intend to
unlock new dimensions of efficiency and effective-
ness, pushing the boundaries of achievement in our
pursuit of excellence.
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