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Abstract

The paper demonstrates the submission
of the team nlpt malayalm to the Fake
News Detection in Dravidian Languages-
DravidianLangTech@LT-EDI-2023. The rapid
dissemination of fake news and misinformation
in today’s digital age poses significant societal
challenges. This research paper addresses the
issue of fake news detection in the Malayalam
language by proposing a novel approach based
on the XLM-RoBERTa base model. The ob-
jective is to develop an effective classification
model that accurately differentiates between
genuine and fake news articles in Malayalam.
The XLM-RoBERTa base model, known for
its multilingual capabilities, is fine-tuned us-
ing the prepared dataset to adapt it specifically
to the nuances of the Malayalam language. A
thorough analysis is also performed to iden-
tify any biases or limitations in the model’s
performance. The results demonstrate that the
proposed model achieves a remarkable macro-
averaged F-Score of 87% in the Malayalam
fake news dataset, ranking 2nd on the respec-
tive task. This indicates its high accuracy and
reliability in distinguishing between real and
fake news in Malayalam.

1 Introduction

Fake news and misinformation proliferation have
become pervasive problems in today’s digital age.
The rapid spread of false information through so-
cial media platforms and online news sources has
the potential to mislead and deceive individuals,
leading to harmful consequences for individuals,
communities, and even entire nations.

In recent years, numerous research efforts have
focused on developing effective solutions for fake
news detection in various languages Hariharan and
Anand Kumar (2023). However, even though mil-
lions of people worldwide and in the Indian state
of Kerala speak Malayalam, a dearth of research

is specifically focused on it. As a result, there is
a pressing need to address this gap and develop
robust models tailored for detecting fake news in
Malayalam.

This research paper aims to tackle the challenge
of fake news detection in Malayalam by propos-
ing an innovative approach based on the XLM-
RoBERTa base model. The XLM-RoBERTa Con-
neau et al. (2019) model is chosen due to its excep-
tional performance in multilingual tasks and ability
to capture contextual information effectively. By
leveraging the power of this model, we aim to de-
velop a classification system capable of accurately
identifying fake news articles written in Malay-
alam.

The contributions of this research paper include
the following:

• Fine-tuning the XLM-RoBERTa base model
on the Malayalam dataset to enhance its per-
formance for fake news detection.

• Optimize the models’ hyperparameters using
Bayesian optimization to enhance their detec-
tion capabilities.

• Evaluating the proposed model’s performance
using various metrics, including precision, re-
call, and F1 score.

2 Related Work

Detecting fake news and misinformation has gar-
nered significant attention from researchers in re-
cent years. Numerous studies have explored var-
ious approaches and techniques to address this
challenging problem. This section provides an
overview of related work in fake news detec-
tion, focusing on methods applied to different
languages and the specific challenges associated
with detecting fake news in Malayalam. Sai and
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Sharma (2021) used the XLM-R model for offen-
sive language identification in Dravidian languages.
Yasaswini et al. (2021) used the transfer learning
technique to identify offensive language in Dravid-
ian languages. To obtain optimal results, they used
various classifiers like XLMR, mBERT, CNN, and
ULMFiT. Ghanghor et al. (2021) used mBERT and
XLM-R-based models with sauce loss and class
weights for identifying the offensive language in
Dravidian languages. Chen and Kong (2021) used
mBERT with the TextCNN model to identify of-
fensive language in Dravidian languages. K et al.
(2021) used the CNN-BiLSTM hybrid model in
shared tasks for identifying offensive language.
Saha et al. (2021) proposed transformer-based en-
sembling strategies for identifying offensive lan-
guage in Dravidian languages.

Garcı́a-Dı́az et al. (2022) proposed a knowl-
edge integration method using fastText, BERT, and
XLM-RoBERETa word embeddings and linguis-
tic features. Palanikumar et al. (2022) used ma-
chine learning models and MuRIL for Transliter-
ation as Data Augmentation for Abuse Detection
in Tamil. S N et al. (2022) used TF-IDF with a
random kitchen algorithm for abusive comment
detection in Tamil. LekshmiAmmal et al. (2022)
used MuRiL to identify offensive span in Tamil.
Biradar and Saumya (2022) used IndicBERT and
SVM classifier for identifying abusive comments
in Dravidian code mixed data. Raja et al. (2023)
used XLM-R and mBERT transformer models with
adaptive fine-tuning for fake news detection in Dra-
vidian languages. Transformer-based models have
emerged as powerful tools for various NLP tasks,
including fake news detection. These models lever-
age self-attention mechanisms to capture global
dependencies in text, enabling them to learn con-
textual representations effectively. Transformer
architectures such as BERT have demonstrated re-
markable success in various NLP tasks.

3 Dataset Description

The data sources are diverse social media platforms
like Facebook, Twitter, etc. The objective of the
shared task is to classify the given social media post
as either fake or original news. The competition
organizers have released the dataset for fake news
detection in Dravidian languages in the Malayalam
language S et al. (2022). The dataset’s train, val-
idation, and test set distributions are depicted in
Table1.

Class Train Validation Test
Original 1658 409 512
Fake 1599 406 507
Total 3257 815 1019

Table 1: Dataset statistics

We see that the given dataset is almost balanced1.
It consists of transliterated, code-mixed, emojis,
and Malayalam-scripted data.

4 System Description

In this section, we present the model architecture
for detecting fake news in Malayalam. We experi-
mented with three different transformer-based mod-
els to classify the text as fake or real. We used Mul-
tilingualBERT (mBERT) Pires et al. (2019) and
DistilBERT Sanh et al. (2019) as the base models,
and we leveraged the optimized XLM-RoBERTa
(XLM-R) as the proposed model, a transformer-
based language model known for its effectiveness
in various NLP tasks, including text classification.

4.1 mBERT

mBERT is an extension of the original BERT De-
vlin et al. (2018) model that is designed to han-
dle multiple languages. While the original BERT
model was explicitly trained for English, mBERT
is trained on a large corpus of text data from vari-
ous languages, enabling it to understand and pro-
cess text in different languages. mBERT leverages
a masked language modelling (MLM) objective
during training, where it learns to predict masked
words in a sentence based on the surrounding con-
text. By training in diverse languages, mBERT
learns to generate contextualized representations
that capture language patterns and relationships
across multiple languages.

One of the critical benefits of mBERT is its abil-
ity to perform cross-lingual transfer learning. This
means that the knowledge learned from one lan-
guage can be transferred to another, even if the
amount of labelled data in the target language is
limited. By leveraging the shared representations
across languages, mBERT can improve the perfor-
mance of various NLP tasks for multiple languages,
such as text classification, named entity recogni-
tion, sentiment analysis, and more. It has become
a popular choice for multilingual applications and

1https://codalab.lisn.upsaclay.fr/competitions/11176
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research in NLP due to its versatility and effective-
ness in handling diverse languages.

4.2 DistilBERT

DistilBERT is a variant of the BERT model, a state-
of-the-art NLP model developed by Google. Distil-
BERT is designed to be a smaller and faster version
of the original BERT model while maintaining a
similar performance level. The ”Distil” in Dis-
tilBERT stands for ”distillation,” which refers to
training a smaller model to mimic the behaviour
and performance of a larger model. It aims to com-
press the original BERT model using knowledge
distillation, parameter sharing, and removing un-
necessary components. By distilling the knowledge
from BERT, DistilBERT achieves a significantly
smaller model size, which leads to faster inference
times and reduced memory requirements.

DistilBERT retains most of the critical charac-
teristics of BERT, including its ability to perform a
wide range of NLP tasks such as question answer-
ing, text classification, named entity recognition,
and more. It learns contextual phrases of terms and
sentences by training on enormous quantities of un-
labeled text data, which allows it to seize intricate
language patterns and semantic relationships.

4.3 XLM-RoBERTa

The XLM-RoBERTa model is a multilingual vari-
ant of the RoBERTa model based on the trans-
former architecture. It is pre-trained on a large
corpus of multilingual data, allowing it to capture
contextual information and semantic representa-
tions across multiple languages effectively.

The XLM-RoBERTa model consists of multiple
layers of self-attention mechanisms, which enable
it to learn contextualized word embeddings. Con-
sidering the surrounding context, these embeddings
capture the relationships between words in a sen-
tence. By leveraging the transformer’s attention
mechanism, the model can effectively encode the
semantic information of the input text.

4.4 Adaptation for Malayalam

To adapt the XLM-RoBERTa model for detecting
fake news in Malayalam, fine-tuning is performed
using the annotated Malayalam news dataset. Fine-
tuning involves training the model on the labeled
data, allowing it to learn the specific patterns and
linguistic characteristics of fake news in Malay-
alam.

During fine-tuning, the XLM-RoBERTa model
is augmented with a classification layer on top.
This layer maps the contextualized word embed-
dings generated by the model to a binary classifi-
cation output, indicating whether the news article
is genuine or fake. The parameters of the classi-
fication layer and the pre-trained XLM-RoBERTa
model are updated simultaneously during the fine-
tuning process.

4.5 Training and Optimization

The fine-tuning process involves training the
adapted XLM-RoBERTa model on the annotated
Malayalam news dataset. The training is performed
using a batch-wise approach, where a subset of
the dataset is processed at each iteration. The op-
timizer, Adam, updates the model’s parameters
based on the computed loss. Tuning hyperpa-
rameters is an essential step in developing deep-
learning-based models. The implementation of
a deep-learning-based model is highly dependent
on the choosing of the optimal hyperparameters.
Bayesian optimization can help find the best set of
hyperparameters that maximize the model’s perfor-
mance, such as precision, recall, and F score. We
used a Bayesian optimization Snoek et al. (2015)
method to find the optimal hyperparameters for the
proposed model and the remaining models. Hyper-
parameters of the proposed model are depicted in
Table 2.

Parameter Value
Train batch size 9
Number of training epochs 10
Max sequence length 128
Learning rate 1e-5

Table 2: Parameters of the model

To prevent overfitting the model, early stop-
ping was employed. Training would be stopped
if the model’s performance on the validation set
did not improve for a certain number of consecu-
tive epochs.

4.6 Inference and Prediction

Once trained, the model can predict the authenticity
of new, unseen Malayalam news articles. The input
text undergoes the preprocessing steps, including
tokenization and normalization. The preprocessed
text is then fed into the trained model, which pre-
dicts whether the news article is genuine or fake.
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Model Accuracy Recall Precision F1-score AUC
DistilBERT 0.8464 0.8753 0.8295 0.8518 0.9068
mBERT 0.8580 0.8845 0.8411 0.8623 0.9127
XLM-RoBERTa 0.8687 0.8973 0.8495 0.8728 0.9384

Table 3: Performance of the models over the training data

Model Precision Recall F1-score
DistilBERT 0.76 0.82 0.79
mBERT 0.81 0.83 0.82
XLM-RoBERTa 0.85 0.90 0.87

Table 4: Performance of the models over the test data

The prediction can be based on the probability out-
put of the classification layer, where a threshold
can be applied to determine the final label.

5 Results and Evaluation

In this section, we present the results and evalua-
tion of the proposed fake news detection model for
the Malayalam language. We analyze the model’s
performance based on the evaluation metrics and
provide insights into its effectiveness in distinguish-
ing between real and fake news.

5.1 Performance Metrics

The enactment of the fake news detection model is
evaluated using various metrics, including macro-
averaged recall, precision, and F1 score. These
metrics comprehensively comprehend the model’s
performance across different aspects.

The precision metric measures the model’s abil-
ity to accurately identify real and fake news, while
recall estimates the model’s ability to seize all in-
stances of each class. The F1 score delivers a bal-
anced criterion by assessing both precision and
recall.

The performance metrics are calculated for each
class (original and fake), and the overall perfor-
mance is typically reported as macro-averaged or
weighted averages of the class-wise metrics.

5.2 Comparative Analysis

To provide a comprehensive evaluation, the perfor-
mance of the proposed fake news detection model
is compared with the existing approaches, such as
mBERT and DistilBERT. This comparison helps
assess the model’s effectiveness and highlights its
strengths and weaknesses. Table 3 depicts the per-
formance of the models over the training data. Ta-

ble 4 represents the performance of the models over
the test data.

The proposed optimized XLM-RoBERTa model
achieved an impressive macro-averaged F-Score
of 87%. It demonstrated superior performance to
both the mBERT and DistilBERT models, show-
casing its effectiveness in detecting fake news in
Malayalam. The mBERT model achieved a macro-
averaged F-Score of 82%. While it performed
well, it lagged behind the XLM-RoBERTa model
in terms of overall performance. The DistilBERT
model obtained a macro-averaged F-Score of 79%.
It exhibited slightly lower performance compared
to both XLM-RoBERTa and mBERT models.

The macro-averaged F-Scores comprehensively
evaluate the model’s precision and recall perfor-
mance across all classes. The results highlight the
superiority of the XLM-RoBERTa model, which
attained the highest macro-averaged F-Score of
87%. This suggests that XLM-RoBERTa is par-
ticularly well-suited for fake news detection in
Malayalam. The comparative analysis of macro F1
scores indicates that XLM-RoBERTa outperforms
both mBERT and DistilBERT models. The XLM-
RoBERTa model’s ability to capture contextual de-
pendencies and linguistic nuances in the Malay-
alam language contributes to its superior perfor-
mance. This finding emphasizes the importance of
language-specific modelling approaches for accu-
rate fake news detection in languages with unique
characteristics like Malayalam. The results exhibit
the potential of transformer-based models for ad-
dressing the challenges of fake news detection in
Malayalam. By achieving a high macro F1 score,
the XLM-RoBERTa model can identify and combat
misinformation in the Malayalam news ecosystem.
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6 Conclusion

In this research paper, we propose a fake news de-
tection model for the Malayalam language. The
model utilizes the XLM-RoBERTa architecture and
is finetuned on a dataset of real and fake news arti-
cles in Malayalam. We demonstrated through ex-
tensive experimentation and evaluation that the pro-
posed model achieves promising results in detect-
ing fake news in Malayalam. The model achieved
an impressive macro F1 score of 87%, indicating
its ability to balance precision and recall. We com-
pared the proposed model with existing approaches
such as mBERT and DistilBERT to fake news de-
tection and discussed its performance, strengths,
and limitations. The use of the XLM-RoBERTa
model, combined with finetuning, proved advan-
tageous in capturing contextual information and
handling the linguistic nuances of the Malayalam
language.
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