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Abstract

Millions of posts and comments are created ev-
ery minute as a result of the widespread use
of social media and easy access to the internet.
It is essential to create an inclusive environ-
ment and forbid the use of abusive language
against any individual or group of individu-
als.This paper describes the approach of team
HARMONY for the ”Abusive Comment De-
tection” shared task at the Third Workshop on
Speech and Language Technologies for Dravid-
ian Languages.A Transformer-based ensemble
learning approach is proposed for detecting abu-
sive comments in code-mixed (Tamil-English)
language and Tamil language. The proposed
architecture achieved rank 2 in Tamil text clas-
sification sub task and rank 3 in code mixed
text classification sub task with macro-F1 score
of 0.41 for Tamil and 0.50 for code-mixed data.

1 Introduction

Online Social Networks (OSNs) have become
increasingly significant in recent years and are
now considered to be go-to resource for news,
knowledge, and entertainment (Halevy et al., 2022;
Priyadharshini et al., 2021; Kumaresan et al., 2021)
. However, despite the numerous benefits of using
OSNs, mounting evidence suggests that an increas-
ing number of illicit actors are taking advantage of
these platforms to spread toxicity and harm other
people. Numerous risks are brought on by these
illicit people, including online abuse, vulgarity, ha-
rassment and bullying.

Abusive comments are those that mock or dispar-
age a person or a group based on traits like colour,
ethnicity, sexual orientation, nationality, race, or
religion (Saumya et al., 2021). Social media abuse
can have a negative impact on users’ lives in a
number of ways. This will have a terrible impact
on that person’s mental health, leading to depres-
sion and insomnia (Chakravarthi et al., 2021; Sean,

2022; Chakravarthi et al., 2022). Some of these
remarks have the potential to stir up controversy on
social media about a particular person or group of
people. This demonstrates the need to prohibit the
posting of these kinds of offensive comments on so-
cial media. Both the union territory of Puducherry
(Pondicherry) and the Indian state of Tamil Nadu
speak Tamil as their official language. In addition,
it is spoken widely in Malaysia, Mauritius, Fiji,
and South Africa. It is also the official language of
Singapore and Sri Lanka.(Krishnamurti, 2022)

In the past, text classification was carried out
on the text’s sentence embedding using linear clas-
sifiers. This was followed by Recurrent Neural
Networks. Transformers became prominent in the
field of natural language processing following the
publication (Vaswani et al., 2017). They have an
attention layer mechanism that provides context to
words in the text. The development of the trans-
former architecture has resulted in the development
of numerous other transformer variations, such as
BERT (Devlin et al., 2018), XLMRoBERTa (Con-
neau et al., 2019), MuRIL (Khanuja et al., 2021),
etc.

In this paper, Transformer-based models and Re-
current Neural Network models are used for abu-
sive comment detection in Tamil and code-mixed
data(Tamil-English). The results from the perfor-
mance of individual models and their ensemble are
obtained to determine the best-performing model
for this task.

2 Related works

Numerous published works have addressed the
problem of identifying offensive content in high-
resource languages. Umer et al. (2023)analysed the
impact of FastText word embedding on text classifi-
cation. Compared to contextual word embeddings,
FastText has limited ability to capture complex se-
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mantic relationships. Fazil et al. (2023)demon-
strated an attentional multi-channel convolutional-
BiLSTM network for the classification of hateful
content. GloVe embedding used in this paper may
struggle with Out-Of-Vocabulary words. The pre-
trained BERT model ensembled with Deep Learn-
ing (DL) models are the foundation of Mazari
et al. (2023)proposed multi-aspect hate speech
detection approach.This approach will have diffi-
culty in handling multi-lingual or non-english data.
Başarslan and Kayaalp (2023) proposed a deep
learning model with multiple Bidirectional Gated
Recurrent Units and Convolution layers for social
media sentiment analysis.

Compared to English and other high-resource
languages, low-resource languages have signifi-
cantly fewer published studies on the detection
of abusive comments. Datasets have been cre-
ated by Chakravarthi et al. (2020) to promote
research in Tamil, one of the Indian Dravidian
languages.Rajalakshmi et al. (2023) proposed a
method to detect hate speech or offensive content
in Tamil. A detailed analysis was made to study
the performance of stemming and pre-trained trans-
former models for word embedding. For the de-
tection of offensive language in Tamil YouTube
comments, Subramanian et al. (2022) proposed
adapter-based transformer models. It was done us-
ing mBERT, MuRIL (Base and Large), and XLM-
RoBERTa (Base and Large).Chakravarthi et al.
(2023) proposed a novel approach of fusing MPNet
with a deep neural network for detecting offensive
language content in low-resource Dravidian lan-
guages

3 Dataset

The objective of this shared-task (Priyadharshini
et al., 2023)is to determine whether a given com-
ment contains abusive language. The annotations
in the corpus are done at the comment or post level.
Tamil and Tamil-English comments were gathered
from the YouTube comment section for the Abusive
Comment Detection Dataset (Priyadharshini et al.,
2022). The dataset consists of a comment and its
corresponding label from one of the nine labels in
the dataset: Misandry, Counter-speech, Misogyny,
Xenophobia, Hope-Speech, Homophobia, Trans-
phobic, Not-Tamil, and None of-the-above. Only
eight classes are classified because the ’Not-Tamil’
class has no test or development data instances.
A few weeks before the deadline for run submis-

Table 1: Class Wise Distribution in Training, Validation
and Test dataset (Tamil)

Class Train Validation Test
Misogyny 125 24 48
Misandry 446 104 127
Homophobia 35 8 8
Transphobic 6 2 2
Xenophobia 95 29 25
Hope-speech 86 11 26
Counter-speech 149 36 47
None-of-the-above 1296 346 416
Total 2238 560 699

Table 2: Class Wise Distribution of Training, Validation
and Test dataset (Tamil-English )

Class Train Validation Test
Misogyny 211 50 57
Misandry 830 218 292
Homophobia 172 43 56
Transphobic 157 40 58
Xenophobia 297 70 95
Hope-speech 213 53 70
Counter-speech 348 95 88
None-of-the-above 3720 919 1141
Total 5948 1488 1857

sion, the testing dataset, which lacked labels, was
made available. The labelled test dataset was made
available by the organisers for verification purposes
after the results were declared. The number of sam-
ples in the training, validation, and testing datasets
for each class are listed in Tables 1 and 2.

4 Methodology

The overall architecture for Abusive Comment De-
tection in Tamil and Tamil-English is given in Fig-
ure 1.

4.1 Pre-processing
For Tamil sub-task, Pre-processing is done to re-
move the noisy elements from the text.Usernames,
URLs, Extra spaces and Emojis are removed.
Transliteration is the process of changing a word’s
script while maintaining the sentence’s semantic
meaning and strictly adhering to the target lan-
guage’s syntactical structure. (Hande et al., 2021).
The Tamil-English code-mixed dataset is transliter-
ated to Tamil and combined with the existing Tamil
dataset.

Table 1 makes clear that there is severe class
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Figure 1: Abusive Comment Detection Architecture

imbalance in the dataset. An issue with class im-
balance is when a dataset favours one class over
another. By oversampling the minority classes, rep-
resentation in the dataset is artificially increased,
ensuring that the model receives sufficient exposure
to learn patterns and make accurate predictions for
those classes. Despite the potential benefits, stem-
ming in Tamil NLP tasks is quite rare and hardly
used. Tamil has a rich morphology, so the data was
stemmed using a stemming algorithm created us-
ing the IndicNLP library’s morphological analyzer
(Kunchukuttan, 2022).

For Tamil-English sub-task, the dataset is pre-
processed to remove noisy elements from the
text.Usernames, URLs, Extra spaces and Emojis
are removed. The pre-processed text is passed into
the classification models.

4.2 Classification model

MuRIL (Khanuja et al., 2021) is a transformer
based model built explicitly for Indian languages
and trained on large amounts of Indic text cor-
pora. XLM-RoBERTa is a multilingual variation
of RoBERTa, which in and of itself outperformed
BERT in a number of cutting-edge NLP tasks. 100
languages from 2.5 TB of filtered CommonCrawl
data served as the basis for XLM-RoBERTa’s pre-
training (Conneau et al., 2019). DeBERTa im-
proves RoBERTa and outperforms it in most NLP
tasks by utilising enhanced mask decoding and dis-
entangled attention (He et al., 2020).

MuRIL and XLM-RoBERTa pre-trained trans-
formers are fine-tuned for Tamil dataset. For Tamil-
English code-mixed dataset, DeBERTa and XLM-
RoBERTa transformers are fine-tuned respectively.
The fastText model is trained for a specified number

of epochs(100) using the Skip-gram algorithm sep-
arately on Tamil and Tamil-English datasets.The
word vectors generated after training are used for
creating the embedding layer of the RNN model.
The encoded sentences are then fed into two paral-
lel, stacked recurrent layers, consisting of Bi-GRU
and Bi-LSTM layers with the same number of units.
The hidden states computed over all time steps
from these recurrent layers are concatenated. The
concatenated hidden states are then passed through
global average pooling and global max pooling
layers. The outputs of both pooling layers are con-
catenated again and served as the input for a dense
classification layer. ‘Adam’s optimizer is used with
a loss function of sparse categorical crossentropy.
Table 3 represents the parameters used to finetune
the MuRIL, XLM-RoBERTa, DeBERTa base mod-
els and the Bi-LSTM-Bi-GRU model.

The output class probabilities obtained from
the transformer-based models and the stacked
BiLSTM-BiGRU model are ensembled using
weighted average method.MuRIL, XLM-RoBERTa
and RNN model are ensembled for Tamil text. De-
BERTa, XLM-RoBERTa and RNN model are en-
sembled for Tamil-English text. In the weighted
averaging, Each model composing the ensemble
model is assigned a weight depending on its in-
dividual performance. The values of individual
weights range from zero to one , and the total
sum of the weights given to the individual models
is one.Equation 1 gives the formula for weighted
average prediction.Wi: weight assigned to the ith

model.Yi: prediction of the ith model.

ŷ =
n∑

i=1

wi · yi (1)
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Table 3: Hyper-parameters used for fine-tuning the models

Tamil sub-task Tamil-English sub-task
Hyper-parameter MuRIL XLM-

RoBERTa
Bi-LSTM-
Bi-GRU

DeBERTa XLM-
RoBERTa

Bi-LSTM-
Bi-GRU

Learning Rate 2e-5 2e-5 1e-3 2e-5 2e-5 1e-3
Batch Size 16 16 32 8 8 32
Number of Epochs 3 8 15 10 10 20

Table 4: Results for Abusive Comment Detection in Tamil Language (Validation dataset)

Model Accuracy Precision Recall F1-Score
MuRIL 0.69 0.44 0.42 0.42
Bi-LSTM-Bi-GRU 0.66 0.31 0.37 0.32
XLM-RoBERTa 0.71 0.44 0.40 0.41
Ensemble 0.74 0.50 0.41 0.43

Table 5: Results for Abusive Comment Detection in Code-Mixed Language (Validation dataset)

Model Accuracy Precision Recall F1-Score
DeBERTa 0.73 0.57 0.49 0.52
Bi-LSTM-Bi-GRU 0.74 0.45 0.60 0.50
XLM-RoBERTa 0.74 0.52 0.49 0.50
Ensemble 0.78 0.71 0.49 0.56

Table 6: Results for Abusive Comment Detection (Test datasets)

Dataset Accuracy Precision Recall F1-Score
Tamil 0.69 0.40 0.45 0.41
Tamil-English 0.75 0.46 0.58 0.50

5 Results and Analysis

The training set was used to train all the mod-
els, and the development set was used to validate
them.The organisers indicated macro F1-score as
their primary evaluation metric.Apart from this,a
few more performance metrics like accuracy and
the macro averages of precision and recall are also
used to assess the classification models. In order
to determine the classification performance more
accurately, all four evaluation metrics are calcu-
lated.The performance of the models on the Tamil
and Tamil-English validation datasets is shown in
Tables 4 and 5, respectively.On analysing the per-
formance of all the models on validation datasets,
it is clearly seen that the ensemble model performs
better than the individual models. The weighted
average ensemble model works better because it
combines diverse representations, corrects errors,
reduces bias, improves robustness to variability,
and leverages the strengths of each model. By inte-
grating multiple perspectives and leveraging their

complementary abilities, the ensemble captures a
broader range of patterns and linguistic nuances,
leading to an improved performance. Due to higher
macro-F1 score, the ensemble model is used in
both cases for the test dataset. Table 6 contains
the result obtained for Tamil and Tamil-English
test datasets using ensemble model. The macro-F1
scores obtained using the ensemble model secured
rank 2 for Tamil and rank 3 for Tamil-English in
the shared task.

According to a comparison between predictions
from the ensemble model for Tamil dataset and the
original class labels of Tamil test data, the None-of-
the-above class has the highest individual F1-score
of 0.81 and Transphobic class has the lowest in-
dividual F1-score of 0 since it only has two data
points in the test data. The None-of-the above class
in the Tamil-English dataset has the highest individ-
ual F1-score of 0.85, while the Misogyny class has
the lowest individual F1-score of 0.27.Table 7 con-
tains the class-wise F1-score for both the datasets.
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Table 7: Classwise F1-Score obtained using Ensemble
Model on Test datasets

Class Name Tamil Tamil-English
Misogyny 0.42 0.27
Misandry 0.66 0.71
Homophobia 0.47 0.45
Transphobic 0.00 0.35
Xenophobia 0.28 0.65
Hope-Speech 0.30 0.33
Counter-speech 0.34 0.40
None-of-the-above 0.81 0.85

6 Conclusion and Future work

In this paper, a new approach has been proposed
for abusive comment detection based on ensem-
ble learning. The proposed model combined
the pre-trained transformer models(MuRIL, XLM-
RoBERTa, DeBERTa) with a deep-learning model
built by stacking Bi-LSTMs and Bi-GRUs on Fast-
Text embeddings. This ensemble learning has actu-
ally reduced the number of misclassified instances
and thus improved the precision of the abusive com-
ment detection model. For Tamil dataset, an en-
semble of MuRIL, Bi-LSTM-Bi-GRU and XLM-
RoBERTa provided the best results with a macro-
averaged F1 score of 0.41. For Tamil-English
dataset, an ensemble of DeBERTa, Bi-LSTM-Bi-
GRU and XLM-RoBERTa provided the best results
with a macro-averaged F1 score of 0.50.

Further this work can be extended by exploring
the performance of adapter-based transformer mod-
els. Ensembling of other transformer models with
RNNs can also be explored in future.
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