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Abstract

Telugu, a widely used language in India, boasts
a substantial audience and an extensive reposi-
tory of news content. Predicting the categories
of Telugu news articles not only streamlines
organization but also facilitates trend analysis,
targeted advertising, and personalized recom-
mendations. This study endeavors to identify
the optimal approach for precise Telugu news
category prediction, by contrasting diverse ma-
chine learning (ML) methods including support
vector machines (SVM), random forests, and
naive Bayes. Performance metrics like accu-
racy, precision, recall, and Fl-score are em-
ployed to gauge algorithm efficacy. This com-
parative exploration addresses the intricacies
of the Telugu language, contributing insights
to the field of news category prediction. The
study’s implications extend to enhancing news
organization and recommendation systems for
Telugu-speaking consumers, delivering tailored
and pertinent news experiences. Our findings
underscore that, while other models warrant fur-
ther investigation, the combination of W2Vec-
skip gram and polynomial SVM emerges as the
most proficient choice.

1 Introduction

News is the latest information about recent develop-
ments and events that are relevant to the general au-
dience (Sundarababu et al. (2020)). It is distributed
using a variety of media and covers a broad range
of themes. News serves to inform the public, en-
courage openness, and facilitate informed decision
making. The categorization and prediction of news
articles have become crucial in the quickly chang-
ing environment of information transmission for
effective organization and improved user experi-
ence. The challenge of predicting news category
has significantly advanced with the introduction
of machine learning (ML) techniques. We com-
pare many machines learning (ML) techniques for
predicting Telugu news category in this research
(Sultana et al. (2021)).
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One of the most widely used languages in In-
dia is Telugu (Sultana et al. (2021)), which has a
large audience and an extensive library of news
stories. Predicting the categories of Telugu news
articles (Boddupalli et al. (2019)) not only allows
for effective organization but also makes it possible
for trend research, advertising that is specifically
targeted, and personalized suggestions. We seek
to determine the most efficient strategy for precise
Telugu news category prediction by examining and
contrasting various ML algorithms.

The comparative study will include numerous
kinds of machine learning (ML) techniques, such
as support vector machines (SVM), random forests,
and naive Bayes (Sheth et al. (2022)). The effec-
tiveness of these algorithms in correctly classifying
Telugu news articles will be evaluated based on
their performance indicators, such as accuracy, pre-
cision, recall, and F1- score.

By performing this comparative analysis, we
aim to add to the body of knowledge already avail-
able on news category prediction while taking into
account the special difficulties and complexities
of the Telugu language. The results of this study
could improve how Telugu news articles are stored
and found, giving users access to more relevant
and individualized news consumption experiences
(Kumar et al. (2022)).

With the ultimate goal of increasing the effective-
ness and efficiency of news organization and rec-
ommendation systems for Telugu-speaking users,
this study intends to shed light on the comparative
analysis of various ML algorithms for Telugu news
category prediction.

2 Related Works

In Sheth et al. (2022) a thorough comparative anal-
ysis was conducted to assess the effectiveness of
various data mining classification techniques. The
major goal was to evaluate the performance of the
Naive Bayes, Support Vector Machines (SVM), De-
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cision Trees, and K-Nearest Neighbor classifiers.
Accuracy, recall, precision, and F1 score were the
evaluation criteria, and several datasets were used
for the evaluation. The study’s results consistently
showed that, in terms of these evaluation measures,
the Naive Bayes method performed better than the
other classifiers. In comparison to the other algo-
rithms, it regularly shows greater accuracy, recall,
precision, and F1 score values. In the comparison,
SVM took second place, K-Nearest Neighbor came
in third, and Decision Trees came in fourth as the
top classifier. These findings emphasize the im-
portance of carefully choosing the right classifier
based on the unique properties of the dataset and
the surrounding circumstances. It highlights the
significance of avoiding a one-size-fits-all strategy
and instead taking into account the particular re-
quirements and subtleties of the current challenge.
In data mining jobs, selecting the most appropri-
ate classifier based on the particular dataset and
context can produce more accurate and dependable
results.

In (Sundarababu et al. (2020)), the authors ad-
dress challenges in mining large electronic data.
They focus on accuracy and the Zero Frequency
Problem. They propose using Multinomial Naive
Bayes Algorithm to forecast online story popular-
ity. Python is highlighted for Al due to adaptability.
While Naive Bayes is used in various areas, its as-
sumption of independence is a drawback. Yet, it
handles many features, is simple, and offers quick
training. Their aim is to enhance news popularity
prediction using Multinomial Naive Bayes and dis-
cuss its pros and cons in electronic data analysis,
noting Python’s suitability for Al

In (Jang et al., 2019) Beakcheol Jang et al., The
goal of the study is to assess word2vec Convo-
lutional Neural Networks’ (CNNs’) performance
in classifying news articles and tweets as related
or unrelated. In particular, the study looks into
how well the word embedding techniques CBOW
(Continuous Bag-of-Words) and Skip-gram per-
form while creating CNN models for classifica-
tion. The study’s experimental analysis shows that
the use of word2vec considerably improves the
classification models’ accuracy. Interesting results
are found when the performance of the CBOW
and Skip-gram models are compared. When ap-
plied to tweets, the Skip-gram model performs
better, whereas the CBOW model performs better
and more consistently when applied to news items.

This performance disparity shows that the word
embedding approach selected should be adapted to
the unique characteristics of the text under study.
Word2vec- enabled CNN models perform better
than models without word embedding. These find-
ings help us comprehend how the choice of word
embedding models affects CNN-based classifica-
tion for news articles and tweets. The study empha-
sizes the potential of utilizing cutting-edge neural
network approaches for efficient text categorization
in the context of news and social media analysis by
highlighting the benefits of word2vec in enhancing
classification accuracy.

In Sultana et al. (2021), the authors explore Tel-
ugu news sentiment categorization using machine
learning. They classify news into categories and
sentiment (positive, negative, neutral). Various
models are compared based on accuracy, preci-
sion, recall, and Fl-score. Sentiment analysis’s
importance for Telugu news, addressing regional
languages like Telugu, is highlighted. Techniques
like Naive Bayes, Random Forest, SVM, among
others, are used. A framework with feature selec-
tion, training, testing, and performance evaluation
is presented. Passive Aggressive Classifier stands
out with 80

In most of the researches, the focus is much
tilted towards the various algorithms rather than the
multiple features that are associated with natural
language processing, this leaves a significant gap
for us to make this research a vital part.

3 Feature Extraction and Classification
Algorithms

3.1 N_gram

Natural language processing relies heavily on N-
grams (Cavnar and Trenkle (2001)). They are
groups of (n) items retrieved from text, such as
words or characters. N-grams expose word rela-
tionships, aid in word prediction, discover common
patterns, and make realistic writing. They evalu-
ate the likelihood of word sequences in language
modelling to ensure coherent and fluent output.

3.2 T idf

TF-IDF (Sammut and Webb (2010)) is vital in text
mining and retrieval. It combines term frequency
(TF) and inverse document frequency (IDF) to
gauge phrase importance across documents. TF
measures word frequency in a doc, IDF gauges
term rarity in the collection. TF-IDF shows term

109



relevance compared to full set. It’s used for rank-
ing, categorization, keyword extraction, and info
retrieval, aiding term identification, text categoriza-
tion, and info extraction.

3.3 Fasttext

FastText (Bojanowski et al. (2017)) is a notable
NLP tool for text tasks and word representation. It
creates word vectors using character n-grams, aid-
ing with rare words and semantics. It’s efficient in
training and inference, supports various loss func-
tions, excelling in tasks like sentiment analysis.
FastText offers a Python API and CLI, easy to in-
tegrate. Being open source, it’s customizable for
experimentation by academics and professionals.

3.4 Word2Vec-CBOW

Word2Vec (Jang et al. (2019)) is a popular word
embedding technique in NLP. Using dense vec-
tors, it represents words. Continuous Bag of Words
(CBOW) predicts a word from its context, adjust-
ing embeddings for semantic links. It’s efficient for
local context-reliant tasks like sentiment analysis.
CBOW is used in sentiment analysis, text catego-
rization, and info retrieval. Compared to Skip-gram
(better with rare words but slower), CBOW might
struggle with uncommon words.

3.5 Word2Vec-skip gram

Word2Vec (Jang et al. (2019)) is neural network-
based for dense word embeddings. Skip-gram, a
variant, predicts context words from a target. It
learns from large text data, producing embeddings
for semantics. Used in tasks like similarity and
classification. Skip-gram excels with rare words
and links but needs more data due to computational
intensity.

3.6 Support Vector Machines

Support Vector Machine (Cortes and Vapnik
(2009)) classifies by finding a hyperplane in the fea-
ture space for linear separation, maximizing margin
between classes. Linear SVM suits linearly separa-
ble data but struggles with complex cases. Polyno-
mial and quadratic SVMs tackle this using kernel
functions, capturing nonlinear patterns. Polyno-
mial kernel involves raising dot product, quadratic
squaring it, enabling complex interactions. Poly-
nomial and quadratic SVMs offer flexible deci-
sion boundaries but demand careful kernel choice
and regularization to avoid overfitting. Quadratic

SVMs handle intricate patterns but are computa-
tionally expensive, needing regularization for better
generalization.

3.7 KNN

K-Nearest Neighbors (KNN) is for classification
and regression. It uses similar data points, based
on distance, to predict outcomes. KNN retains
the training dataset, finds k closest neighbors for
a new point. Majority class among neighbors is
used for classification, average/median for regres-
sion. Picking k, distance metric (like Euclidean),
scaling, handling imbalanced data, and addressing
dimensionality through selection/reduction are key
KNN considerations.

3.8 Multinomial Naive Bayes

Multinomial Naive Bayes is a text classification
method assuming feature independence within a
class. It’s effective for discrete features like word
frequencies. It models class probabilities from fea-
tures and predicts based on highest probability. It’s
commonly used in text categorization with repre-
sentations like bag-of-words or TF-IDF. Despite
assuming feature independence and sensitivity to
imbalanced data, it’s popular due to simplicity and
low computational needs, delivering competitive
results.

3.9 Random Forest

Random Forest (Louppe (2015)) is an ensemble
technique for classification and regression. It uses
multiple decision trees that vote or average pre-
dictions for better accuracy.The final prediction is
determined by majority voting. Trees are trained on
different data subsets with random feature selection.
It boosts performance using bootstrap sampling.
Gini or entropy measures guide node splitting. It’s
popular for complex data due to robustness.

4 Dataset and Preprocessing

We used an in-house dataset for performing the ex-
periments in this paper. The dataset was prepared
by scrapping (Bhardwaj et al. (2021)) an online
Telugu news website, gulte.com. This dataset con-
sists of 6 classes with a total of 38637 news articles
(Sachin Kumar et al. (2020)). Figure 1 shows the
category distribution in the dataset. Figure 2 shows
the samples for each category from the dataset.
The data which has been scrapped from the web-
sites consists of several unwanted characters, white
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Figure 2: Sample news for each category from dataset

spaces, html tags or some numbers. These kinds
of characters have been removed from the entire
dataset (Varshini et al. (2023)), furthermore we
have also removed stop words, belonging to Telugu
language and also perform stemming.

5 Experimental Setup

The pre-processed dataset has been used to per-
form all the experiments in this paper. We trained
Word2vec and fasttext on the pre-processed dataset
to get the word embeddings instead of using the
pre-trained models. Linear SVM, Quadratic SVM,
Polynomial SVM, Random Forest, KNN and Multi-
nomial Naive Bayes models are trained for each of
the feature extraction methods.

For feature extraction we have used W2Vec-SG,
W2Vec-CBOW, n-gram, Fast Text and TF-IDF. The
dimension of feature vectors for n-gram and TF-
IDF, is 10,000 whereas for other features W2 Vec-
SG, W2Vec-CBOW, and Fast Text it is 100.The
feature visualization for vectors of such large di-
mensions can be done through t-SNE. t-SNE is a
technique for revealing patterns and correlations
in word vectors by visualizing them in a lower-
dimensional environment. It entails gathering word
vectors, using t-SNE to reduce dimensionality, then
presenting the results on a scatter plot. Figure 3
shows t-SNE visualization for TF-IDF word vec-
tors taken for 500 samples where each color repre-

111

Raw Words 35881750
Effective Words 354422
Vocab 477946
Vector size 100
alpha 0.025
window 3

epoch 4

Table 1: Parameters for Word2Vec CBOW-model

3D t-SNE Visualization

Figure 3: Example t-SNE visualization

sents a category. To understand the word vectors
in a better way, we have also used an online em-
beddings projector for which the result is shown in
Figure 4 where each circle represents a word vector
and words which are similar are grouped together.
All the models initially take a set of parameters
and train on these set of parameters to find the
best fit, then the model is evaluated on the best fit
parameters. At N-fold cross validation has also
been performed on each of the machine learning
algorithms to evaluate the algorithm’s performance
for unseen data. Table 1 shows the inputs and
parameters given to train the Word2Vec model.

6 Results and Discussion

Refer the Tables 2 to 8 for the performance metrics
and cross Validation score for various algorithms
against popular features. After Studying the per-
formance metrics of all the algorithms, we have
observed that quadratic SVM for n-gram is not
performing up to the mark. Figure 5 shows the
confusion matrix accordingly.

We can observe that there is a huge misclassi-
fication for category consisting of news articles
that are contained in the *Nation’ class. Further-
more, the number of true classifications or correct



Figure 4: Smoothened Visualization
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Figure 5: Confusion Matrix for Quadratic SVM using
n-gram

classifications for the categories Other, Business,
Entertainment are relatively less. This can be be-
cause of two factors, one being the huge imbalance
in the dataset and the other can be because of use
of similar words in the articles, which leads to mis-
classification.

Figure 6 Confusion Matrix for Word2Vec-
CBOW for same method, Quadratic SVM. It is
clearly observed that the model performed much
better and the number of misclassifications for the
category nation are very less compared to that of
n-gram, we can also see that the number of true
classifications for the categories Others, Business,
Entertainment is relatively more compared to n-
gram. This can be because Word2Vec model was
able to generate better word vectors for the given
corpus.
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Figure 6: Confusion Matrix for Quadratic SVM using
Word2Vec-CBOW

7 Conclusion

Word-2-vec CBOW and Skip gram are the two
models which showed constant and reasonable per-
formance for all the algorithms except Multino-
mial Naive Bayes. The performance of Fast-Text
was also consistent except for Multinomial Naive
Bayes but it under performed when compared to
word-2-vec. N-gram showed the third best per-
formance among the feature extraction methods,
its performance was better even for Multinomial
Naive Bayes, but it showed poor performance for
KNN.

Finally, Tf-IDF showed reasonable performance
except for Polynomial SVM and KNN. Further
it has been observed that changing the parameter
value, ‘C’ in all three types of SVM, resulted in
minute increase of model’s accuracy. On setting
the *C’ value to 10,000 the models showed up to
5%-10% increase in accuracy. In general, a higher
’C’ value in SVM results in higher penalty and
smaller margin. It also reduces the regularization
strength which may lead to overfitting, these can
be some of the reasons for improved performance.

The primary goal of this research has been to
choose the best classifier and feature extraction
pair from the most popular techniques. We have
observed that W2Vec-skip gram and polynomial
SVM is the best pair for this task. However, other
models may be considered in the future work for
comparison and selection.
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