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Abstract

Hate speech is a critical problem in our soci-
ety and social media platforms are often an
amplifier for this phenomenon. Recently the
use of Counter Narratives (informative and non-
aggressive responses) has been proposed as a
viable solution to counter hateful content that
goes beyond simple detection-removal strate-
gies. In this paper we present a novel approach
along this line of research, which utilizes the
implied statement (bias) expressed in the hate
speech to retrieve an appropriate counter nar-
rative. To this end, we first trained and tested
several LMs that, given a hateful post, gener-
ate the underlying bias and the target group.
Then, for the counter narrative selection task,
we experimented with several methodologies
that either use or not use the implied bias dur-
ing the process. Experiments show that using
the target group information allows the system
to better focus on relevant content and that im-
plied statement for selecting counter narratives
is better than the corresponding standard ap-
proach that does not use it. To our knowledge,
this is the first attempt to build an automatic
selection tool that uses hate speech implied bias
to drive Counter Narrative selection.

1 Introduction

When visiting Social Media Platforms (SMPs), it
is common to stumble upon content that is hateful
or discriminatory. These posts usually address
derogatory cliché about a specific community.
For instance, coming across the microaggression
below (Breitfeller et al., 2019), the reader naturally
infers that this post is targeting a specific group of
people—Muslims. Most people would additionally
recognize the indirectly-stated stereotype, a so-
called false narrative, i.e., “Muslims are terrorists.".
Without prior stereotype familiarity, one would not
fully understand the implied meaning emerging
from the reading.

“Wow, don’t get the Muslim mad guys! We don’t
want to come to a blown up school tomorrow!"

SMPs have become means to spread this
kind of inappropriate content about target groups
(TG). Corporations owning social media platforms
counter this phenomenon through various mecha-
nisms, such as by allowing users to report hateful
posts and suspicious accounts. However, manual
intervention is a time consuming activity for all par-
ties involved. Developing automated hate speech
(HS) detection systems has thus become a research
priority. Since the early stage of HS classification
done by Warner and Hirschberg (2012), many com-
petitive models and datasets emerged (Malik et al.,
2022b; Mathew et al., 2021; Vidgen et al., 2020;
Fortuna and Nunes, 2018). However, these solu-
tions are not sufficient and can be charged with
censorship as argued in (Benesch, 2014; Williams,
2019). An alternative and more promising way
to tackle online hatred is by responding to HS
with non-aggressive textual feedback using cred-
ible evidence and factual arguments that give al-
ternative viewpoints (Benesch, 2014; Gagliardone
et al., 2015). This strategy, called Counter Nar-
rative (CN), is believed to be effective at moder-
ating the hate content while preserving freedom
of speech (Schieb and Preuss, 2016; Silverman
et al., 2016; Wright et al., 2017; Ziegele et al.,
2018; Ziems et al., 2021). Still, since manually
crafting CNs is a time consuming activity, recent
research started to draw attention to automatic CN
generation task (Qian et al., 2019; Chung et al.,
2021a; Tekiroglu et al., 2022; Zhu and Bhat, 2021).

To build an automatic CN generation tool, it
is vital for the system to understand the under-
lying meaning of the HS, and not to rely solely
on strongly indicative keywords, such as explicit
slurs (Yin and Zubiaga, 2022). In this regard, prag-
matic inference is required to understand the com-
plete meaning of HS, usually built upon stereotype
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TG HS IS CN

MIGRANTS
Immigration is a curse for Britain
and the world. It is destroying our
civilization.

Immigration is
bad.

Some countries are importing a lot more people
than others. Our country is wealthy, I are a thriv-
ing place to live. I should not blame immigrants.

LGBT+
Gays are worse that nukes. They
like to force their beliefs on others.
They are gaslighting us!

LGBT+ have an
agenda.

Well, since you are very scared, I am sure you
have some examples on when some gay tried
to convince you to join their side. I would be
interested in hearing that.

WOMEN
Women must not have equal rights,
they are merely a burden to society,
since they want to steal men’s rights.

Women are infe-
rior.

Equality of rights is the most fundamental hu-
man concept, and feminism is about eliminating
inequality, not removing rights from men.

Table 1: Examples of diverse HSs with hate target, the corresponding IS and a suitable counter-narrative.

knowledge, e.g., “Asians are good at math". Since
multiple HS could map to the same implied state-
ment (IS), our hypothesis is that narrowing down
HS to clear and accurate IS makes it easier to find a
proper CN for a given HS. Table 1 shows examples
of different HS discourses with corresponding IS
and a possible CN.

In this work we present two different, sequential
tasks. The first consists of distilling/generating im-
plied statement from hate speech utterances and it
is achieved by fine-tuning and comparing different
pre-trained neural language models (LMs). The
second consists of testing various methodologies
based on semantic similarity that, given a hateful
post and an implied statement, find the most suit-
able CN among the entries of a dataset comprising
HS–CN pairs (Fanton et al., 2021)

2 Related Work

In this section we briefly present NLP approaches
to deal with HS, IS, and CN.

Hate Speech detection is used to maintain
healthy online environments (Yin and Zubiaga,
2021; Jahan and Oussalah, 2021; Schmidt and Wie-
gand, 2017; Alkomah and Ma, 2022; Malik et al.,
2022a). HS detection was initially cast as a binary
classification task (Badjatiya et al., 2017; Fortuna
and Nunes, 2018; Nobata et al., 2016); while re-
cently interest shifted on fine-grained categories of
HS, such as its type, target, implicitness, rationale
(Zampieri et al., 2019; Qian et al., 2018; ElSherief
et al., 2021; Sap et al., 2019; Fortuna et al., 2019).

Training examples are usually scraped from on-
line platforms like Reddit, Twitter and Gab (Sap
et al., 2019; Mollas et al., 2022; Gao et al., 2017;
ElSherief et al., 2021; Waseem and Hovy, 2016;
Zampieri et al., 2019; Kennedy et al., 2018). A
particular difficulty for the detection task is the gen-
eralizability across datasets (Swamy et al., 2019;

Caselli et al., 2021).

Implied Statement Generation Recently, a new
line of research emerged, focusing on generating
the IS that underlies an HS instead of simply assign-
ing a label to it (Sap et al., 2019; ElSherief et al.,
2021). In particular, Sap et al. (2019) designed a
model generating TGs, ISs and HS characteristics,
such as posts’ offensiveness. The auto-regressive
models they used generated TGs accurately; how-
ever, they struggled with generating ISs, especially
when the HSs and their implications had low lexical
overlap.

ElSherief et al. (2021) focused on implicit HS
and defined a six-class taxonomy, including IS. For
the generation of labels for each implicit HS, re-
sults revealed that GPT-2 with the beam search
option performed best compared to the other mod-
els. However, the GPT-2 model performed worse
for the IS generation task.

Both publications shared common conclusions
on the IS generation—it performed worse than the
label generation using GPT models due to texts
being longer, more subtle, and having low lexical
overlap with the HS posts. Nonetheless, this could
be partially due to certain degree of subjectivity in
the perceived hatred, so that different annotators
can come up with different IS wording during data
collection (Sap et al., 2022; Rottger et al., 2022).
We will also address this hypothesis in our experi-
ments.

Counter Narrative Generation. Writing CNs is
time-consuming activity so automatic ways to gen-
erate CN are beginning to be investigated. A com-
parative study by Tekiroglu et al. (2022) showed
that among different LMs, the autoregressive mod-
els like GPT-2 with stochastic decoding methods
achieve the best results. Zhu and Bhat (2021) fo-
cused on improving diversity and relevance of the
generated CN using a three-stage pipeline com-
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posed of a model to generate CN candidates, a
BERT classifier to filter ungrammatical CNs, and
an information retrieval method to select the most
relevant CN. An alternative approach to increase
diversity and relevance is to add background knowl-
edge to the CN generation by incorporating fac-
tual, up-to-date content retrieved from external re-
sources (Chung et al., 2021a).

Focusing on available datasets, COunter NAr-
ratives through Nichesourcing (CONAN) was the
first large-scale multilingual dataset with three dif-
ferent languages to fight Islamophobia (Chung
et al., 2019). To mitigate the difficulty of nich-
esourcing, an Author-Reviewer Architecture was
proposed by Tekiroglu et al. (2020). Following
Tekiroglu et al. (2020) method, Fanton et al. (2021)
produced Multi-Target CONAN dataset using a it-
erative human-in-the-loop approach.

3 Datasets

Three datasets were used for our experiments.

Social Bias Inference Corpus (SBIC) contains
roughly 150,000 structured annotations of posts
collected from various social media sources (Sap
et al., 2019). The corpus is annotated following a
formalism (Social Bias Frames) that aims to cover
both structured pragmatic and social implications
by including various categorical and textual an-
notations. The authors considered labels inform-
ing whether the post was offensive, intentionally
offensive, lewd, implicating any group, or using
in-group language. Whenever TGs and ISs were
available, they were annotated in a free-text format,
resulting in about 34,000 detailed implication ex-
amples. ISs were generally annotated in the form
of simple Hearst-like patterns (e.g., “immigrants
are 〈ADJ〉"; (Hearst, 1992)). Some posts were
annotated by multiple humans, thus receiving mul-
tiple ISs. SBIC covers a variety of HSs that target
different groups, depending on gender, race, and
religion.

Implicit Hate Corpus (IHC) ElSherief et al.
(2021) focuses on implicit HS, and covers diverse
hate language, such as indirect sarcasm, intimida-
tion, and euphemisms. The authors define a theo-
retically grounded framework with a fine-grained
six-class taxonomy to cover different characteris-
tics of implicit HS. In addition to the categories,
the dataset includes descriptions of IS and TG la-
bels. The posts are collected mainly from Twitter,

focusing on US hate groups as identified by the
Southern Poverty Law Center report1.

Each post got assigned one out of six hate cate-
gories, a free-text TGs and ISs formatted as Hearst-
like patterns.

Multi-Target CONAN (MT-CONAN) dataset
contains HS–CN pairs (Fanton et al., 2021) that are
collected through an human-in-the-loop data collec-
tion methodology. This dataset was obtained start-
ing from a seed dataset of pairs written by NGO
experts and then expanded iteratively using GPT-2
to generate new examples. It covers 5,003 HS/CN
pairs in seven TGs: MUSLIMS, JEWS, LGBT+,
WOMEN, DISABLED, MIGRANTS, and PEO-
PLE OF COLOR (POC).

4 Data Preparation

For IS generation and CN selection tasks, data fil-
tering and pre-processing techniques were applied
to the datasets we described.

For Implied Statements, the goal of data prepa-
ration was to keep combinations of HS, TG, and
IS that follow specific patterns and meet specific
requirements. For this reason we: (i) selected only
hateful sentences that have an annotated IS, (ii)
select samples with a single-sentenced IS that rig-
orously follow the pattern ⟨subject⟩ – ⟨predicate⟩
– ⟨object⟩. (iii) select examples with targets that
can be aligned with those in MT-CONAN dataset.
The original datasets contain 153,498 samples from
IHC and SBIC while after filtering and standardiza-
tion we obtained a total of 30,585 samples. We call
this resulting dataset IMPLIED BIAS STATEMENT

DATASET (IBSD). A detailed description of the
whole procedure can be found in Appendix A.

For Counter Narratives, instead, the goal of
data preparation was simply to exclude from MT-
CONAN the examples that were using an HS from
SBIC, to grant mutually exclusive data for the CN
selection task. This filtering procedure resulted in
a total of 4,251 examples.

5 Implied Statement Generation

To generate IS from HS we compared differ-
ent transformer-based LMs, where each model is
trained with HS–IS pairs from IBSD. Additionally,
we tested several input options and decoding strate-
gies to find the best setting for generating the IS.

1splcenter.org/hate-map
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5.1 Input Settings
For the IS generation task we differentiate between
HS with multi-ISs and HS with single ISs. We
performed a stratified sampling according to these
two categories (an HS only appears in training or
test set, regardless of being single or multi-IS) and
according to TGs using the ratio of 8:1:1 for train,
development, and test sets respectively. We then
experimented with three different settings:

[HS][H0 : HM ] → [IS][I0 : IK ] (1)

[HS][H0 : HM ] → [TG][T0 : TN ][IS][I0 : IK ] (2)

[TG][T0 : TN ][HS][H0 : HM ] → [IS][I0 : IK ] (3)

The special tokens [HS], [IS], [TG] mark the
beginning of “Hate Speech Post", “Implied State-
ment", and “Target Group", followed by HS, IS,
and TG sequences, which are indicated as [H0 :
HM ], [I0 : IK ], and [T0 : TN ], respectively.

The first two configurations are designed as us-
ing only hate speech as input, which represent the
most realistic run-time scenario while tackling hate
speech. The third configuration, instead, includes
the additional TG information in the input (avail-
able at training time in our datasets) to investigate
how the model could leverage this additional infor-
mation to generate IS.

5.2 Setup
Following the studies by ElSherief et al. (2021)
and Sap et al. (2019), we use GPT-2 for our ex-
periments. Additionally, we tested BART and T5
models considering their effectiveness in summa-
rization and question-answering tasks (Lewis et al.,
2019; Raffel et al., 2020). We have experimented
with Greedy search, Beam search, Temperature
sampling, Top-k and Top-p as decoding methods.
Details of training configurations, hyperparame-
ter settings, and decoding values can be found in
Appendix B.

5.3 Results
The implied statement generation results under the
three input-output configurations are shown in Ta-
ble 2, while the results of target generation under
the configuration 2 are reported in Table 7 in the
appendix section. Since each TG category is a
single word, we evaluated the results as a classi-
fication task rather than a generation one, conse-
quently we used F1 scores. For the generation
experiments, we utilized unigram, bigram-based

BLEU, and ROUGE (also ROUGE-L) metrics, as
the IS sentences are generally short (average length
is 5.41 tokens). In addition, we report repetition
rate (RR) scores, which measures word repetitive-
ness in generated text and is computed by the rate
of non-singleton n-grams it contains (Cettolo et al.,
2014; Bertoldi et al., 2013).

From the results, three major conclusion can be
drawn. (i) BART outperformed the other models,
yielding higher BLEU and ROUGE scores for all
the options. (ii) Deterministic decoding proved to
be the most suitable for this task under all decoding
strategies/model configurations (greedy search and
beam search resulted in the highest performance
for all models in all options)2. (iii) BLEU and
ROUGE scores are generally much higher, usually
more than twice, for multi-ISs than for the single-
referenced IS (e.g., Single 23.1 and Multiple 51.1
for BLEU-2 BARTgdy in Table 2). While the trivial
explanation is that there is a higher probability that
the generated IS has a prominent overlap with a
gold IS in the multi-reference setting, this seems
also to indicate that the possible degree of subjec-
tivity in perceived ISs (i.e different annotators can
come up with different IS wording for the same
post) is well captured with few references rather
than one. This also indicates that generations can
be of higher quality than what the numbers tell:
from a manual analysis of small overlapping ex-
amples we found that this was often the case, i.e.
different IS wording rather than a poor generation
quality.

In Configuration 2, all models/decoding methods
(except for T5smp/top−k/top−p) did well at generat-
ing the TGs (MicroF1 > 87). BARTgdy config-
uration performed the best for most of the targets
and overall F1 in TG classification3.

For Configuration 3, in which the model gen-
erates IS, given TG and HS, we observed similar
result patterns to Configuration 1 and 2. BART
with greedy search and beam search outperformed
all other model/decoding settings. It also scored
higher both on BLEU and ROUGE than Configura-

2We investigated several different decoding values for
stochastic decoding, where top-p ∈ {0.0, 0.1, ..., 1.0}, top-
k ∈ {10, 20, ..., 100} and temperature ∈ {0.1, 0.2, ..., 1.0}.
The closer the decoding value corresponds to the greedy
search, the higher the BLEU and ROUGE scores. This sup-
ports the overall finding in different input options, that the
greedy search is preferred.

3Considering F1 scores for each target, MIGRANTS and
DISABLED scored the lowest (below 90 F1 score). This is
likely because both TGs make up a smaller proportion of the
IBSD (e.g., DISABLED is 3.1% of the data.)
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Models BLEU-2 ROUGE-1 ROUGE-2 ROUGE-L
RR

Single Multiple Single Multiple Single Multiple Single Multiple

Input/Output Configuration 1
T5gdy 20 48.2 39.6 58.7 20.2 38 39.2 58.5 40
T5beam 21.2 48.7 40.1 59.4 20.5 39 39.5 59.2 34.7
T5smp 15.8 31.4 32.6 47.5 13.6 25.6 32.4 47.4 14.2
T5top.k 14.4 31.5 30.4 47.8 10.6 26.4 29.9 47.7 13.7
T5top.p 17.9 31.8 34.8 47 14.5 25.1 34.3 46.7 14.9
GPT2gdy 18.2 49.9 38.7 59 19.2 39.4 38.5 58.8 41.3
GPT2beam 18.9 48.4 38 58.6 18.8 38.8 37.8 58.4 42.7
GPT2smp 13.5 30.4 30.7 46.2 10.4 24.5 30.6 45.9 14
GPT2top.k 13.2 28.9 28.8 44.5 9.6 24 28.3 44.2 14.9
GPT2top.p 14.1 29.7 30 44.7 10.9 22.9 29.9 44.5 15.4
BARTgdy 23.1 51.1 43.6 61.4 23.3 42 43.2 61.3 35.6
BARTbeam 24.6 50.2 44.2 61.2 24.3 41.4 44 61 35.5
BARTsmp 17 34.2 33.5 50 13.4 28 33 49.8 14
BARTtop.k 18.4 33.4 35.8 49.6 15.2 27.2 35.5 49.3 16.1
BARTtop.p 19.5 37.8 36.1 52.5 16.8 31.1 35.7 52.3 16.9

Input/Output Configuration 2
T5gdy 20.5 49.3 40.6 59.1 20.8 39.6 40.3 58.9 42.4
T5beam 21.7 49.3 40.7 60 21.4 40.1 40.5 59.6 40
T5smp 9.6 16.5 28.6 41.3 11.3 21.2 28.3 41.1 11
T5top.k 8.3 16.9 27.3 41.3 9.2 21.4 27 41.1 12.3
T5top.p 8.6 15.8 28.4 41.2 9.8 21.4 28.1 41 12.8
GPT2gdy 17 49.8 37.8 59 17.1 39.2 37.5 58.8 43.4
GPT2beam 19.9 49.6 39.4 59.2 20.4 39.5 39 58.9 40.9
GPT2smp 14.9 28.5 31.3 44.3 11.3 22.7 30.9 44.2 13.1
GPT2top.k 12.4 28.5 28.1 44 8.8 23.2 27.8 43.7 15.1
GPT2top.p 12.9 29.4 30.2 44.8 9.4 23.3 29.9 44.7 14
BARTgdy 23.6 51.4 44.7 61.5 23.9 42.3 44.4 61.4 37.1
BARTbeam 24.5 50.8 44.1 61.3 24.3 41.1 43.9 61.2 35.3
BARTsmp 17.7 35.2 35 50.9 14.3 28.7 34.9 50.6 14.2
BARTtop.k 16.5 33.4 34.2 49.6 13.9 27.7 34 49.4 14.1
BARTtop.p 18.7 35.3 36.1 50.9 15.2 29.4 35.8 50.7 15.8

Input/Output Configuration 3
T5gdy 22.1 50.4 43 60.4 22.1 40.1 42.6 60.2 41.8
T5beam 23.1 49.8 43.1 60.6 23.3 39.9 42.8 60.4 36.2
T5smp 18.3 34.2 36.8 50.6 15.5 28.8 36.6 50.3 12.4
T5top.k 17.6 31.9 35.2 48.5 14.3 26.2 35 48.3 14.1
T5top.p 18.2 34.4 37.4 49.9 15.5 27.7 37.2 49.7 15.7
GPT2gdy 20.9 51.3 43 60.7 22.4 40.7 42.9 60.5 42.2
GPT2beam 22.1 51.8 43.2 61.2 22.7 41.7 43.2 61 42
GPT2smp 17 33.8 35.5 49.3 12.8 27.9 35.4 49 14.2
GPT2top.k 16.5 30.2 33.7 47 12.5 24.1 33.4 46.7 16.3
GPT2top.p 15.5 33.4 33.4 48.4 11.4 27.1 33.2 48.3 15.9
BARTgdy 24.6 52.9 46.2 62.8 25.1 43.5 46 62.6 36.6
BARTbeam 26.9 52.6 47 63.5 27.1 43.9 46.9 63.3 35.8
BARTsmp 19.7 37.2 38 52.8 16.8 30.4 37.7 52.5 16.7
BARTtop.k 18.5 33.6 36.2 50.2 14.8 27.9 35.7 50 15.8
BARTtop.p 21.8 34.3 38.9 50.8 18.7 28 38.8 50.6 16.1

Table 2: Model results of automatic evaluation for generating IS, under the three options configurations with respect
to BLEU, ROUGE F1 scores, and Repetition Rate (RR). Best Models are highlighted in gray for each option
configuration.
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tion 1 and 2. However, no major difference in RR
was observed. The results suggest that providing
target information helps generating more accurate
implied statements.

Qualitative Evaluation. Finally, to get a better
understanding of the quality and characteristics
of the outputs, we manually analyzed a subset
of ISs and TGs generated by the best-performing
BARTgdy model (presented in Table 8 in Ap-
pendix). Examples (a) through (e) show that the
model correctly distilled IS, despite differences in
the word choices. The model also successfully pre-
dicted the TGs, although we occasionally observe
a mismatch in both TGs and ISs (e.g., example
(h)). This likely suggests that the model relies on
strongly indicative keywords in HS (e.g., the word
“black" in example (h)).

Wrongly generated TGs negatively impact the
quality of the generated ISs, as shown in examples
(h) and (i). Since TGs are generated first by the
model during the generation, ISs generated next
are highly constrained by those TGs. For instance,
in example (i), the model first generated a wrong
TG (WOMEN) and then produced an IS using the
wrongly generated TG (“women are HIV"), instead
of generating an IS about LGBT+.

We also observed that figurative form is a dif-
ficult phenomenon to handle. In fact, if an HS
contains subtle sarcasm, IS tends to be generated
incorrectly, e.g., examples (f) and (g). This pattern
appeared throughout all three models’ evaluations.
In fact, detecting sarcasm is also a known chal-
lenge for the HS classification task (Justo et al.,
2014; Frenda et al., 2022; Frenda, 2018; Badlani
et al., 2019).

For the HS that does not explicitly state the TG
or its describing words, the model struggles to gen-
erate the correct TG, e.g., in Example (i) the word
“gay" is not mentioned. The possible cause of this
drawback is the imbalanced TG distribution in the
dataset. A similar observation is presented by Sap
et al. (2019); the model can generate the correct
IS if it has a high lexical overlap with the HS post,
e.g., the examples (c) and (e).

6 Counter Narrative Selection

In this section, we present the task of finding appro-
priate counter-narratives for the hateful posts with
the help of implied statements. Using IBSD and
MT-CONAN datasets, we select a relevant CN for

a given HS by utilizing the semantic similarities
between elements of the two datasets.

6.1 Semantic Similarity Method
To compute the semantic similarity between tex-
tual elements from IBSD and MT-CONAN, we
employed SentenceBert (Reimers and Gurevych,
2019), which provides sentence embeddings that
can be compared using cosine similarity function.
Our assumption is that if two HS posts are semanti-
cally close, then a CN paired with one HS can be
appropriate also for the other 4.

6.2 CN Selection Strategies
To select proper counter narratives for the HS posts
from IBSD, we experimented with various input
texts.

Simbase0=SIM(HSIBSD,HSMT-CON + CNMT-CON) (4)

Simbase1=FILTER(TGIBSD, TGMT-CON)

7→ SIM(HSIBSD,HSMT-CON + CN MT-CON) (5)

In the baseline configurations Equation 4 and
Equation 5, the CN selection is conducted based
only on HS, CN, and the target information, exclud-
ing the implied statement. SIM denotes a similarity
function that takes two text inputs, converts them
to numerical vectors, and outputs their cosine sim-
ilarity score. In Equation 5, FILTER indicates a
filtering function that keeps input pairs with the
same target.

Simbase0 (Equation 4) and Simbase1 (Equa-
tion 5) configurations take two inputs to SIM
function: an HS from IBSD (represented as
HSIBSD) and a set of concatenated texts of HS
and CN pairs from MT-CONAN (represented
as HSMT-CONAN+ CNMT-CONAN) as suggested by
Chung et al. (2021b). SIM function then returns
respective cosine similarity scores for all possible
pairs between the two inputs. Simbase1 configu-
ration, additionally, applies target filtering before
the similarity calculations. Using the BARTgdy

model with Configuration 2 input from the IS gen-
eration task we grouped the data by TG attribute,

4For example, the HS from IBSD “#Islam is designed to
be a crushing of the human spirit with laws that only provide
one outlet - the brutalizing of non Muslims." and the HS–CN
pair from MT-CONAN “Islam is a religion that promotes
brutalities."—“Islam is about love and compassion. I don’t
understand why you think otherwise." share a similar meaning,
and thus the CN of the latter HS can be applied to the former.
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where TGs are generated for IBSD while they are
already provided for MT-CONAN. Each sample
group with matching TGs are then inputted into
SIM function. Performing the Simbase0, i.e. the
configuration without TG constraint, resulted in
188 examples of TG mismatch (micro F1 score of
84%). Instead, for Simbase1, i.e. adding the TG con-
straint step before computing SIM, reduced more
than half of the target mismatch (there are only 70
examples of TG mismatch deriving from a micro
F1 score of 94% as can be seen in Table 7.). Since
Simbase1 outperformed Simbase0 significantly, we
will refer to it simply as Simbase in the rest of the
discussion. The remaining configurations take this
distinction into account.

SimIS+base=SIM(ISIBSD + HSIBSD,

ISMT-CONAN + HSMT-CONAN + CNMT-CONAN) (6)

Simbase(FilterIS)=FILTER(ISIBSD, ISMT-CONAN)

7→ SIM(HSIBSD,HSMT-CONAN + CNMT-CONAN)
(7)

To explore the impact of using implied state-
ments in identifying a proper counter narrative for
a hateful post, SimIS+base configuration (Equation
6) additionally prepends IS to SIM function inputs
of Simbase configuration. Although the majority of
the input sequences has a length below the max se-
quence length of SentenceBert, i.e, 384, we chose
inserting IS through prepending to make sure that
it is included in the input when converted to the
embeddings.

Finally, the last configuration, Simbase(FilterIS),
(Equation 7) applies FILTER function, which keeps
input pairs with the same implied statement. The
FILTER function outputs at least five MT-CONAN
samples for a given IBSD sample. To address the
scenario when exact matching ISs of MT-CONAN
are less than 5, we compute cosine similarity scores
of the remaining samples and select the top 5− x
ISs to have the total of five candidates. Then, the
Simbase configuration is applied to the subset of
samples derived from applying the IS-based filter-
ing. Since the IS filtering step narrows down the
search space of the CNs, we postulate that it would
increase the probability of selecting a better CN for
an HS post from IBSD.

6.3 Evaluation Metrics

Considering that there is no gold standard dataset
to assess the quality of the selected counter narra-
tives for the IBSD hate speech posts, we turned our
attention to conducting a human evaluation. The
set of samples to be evaluated are selected by (i)
dropping samples with mismatched TGs, (ii) fil-
tering out HSs from the IBSD with less than 50
characters, as short HSs are difficult to be inter-
preted by humans (e.g., “Pedos going down", “Get
this monkey off my back...").

Finally, we run a human evaluation on 204 sam-
ples made by triplets, i.e., HS, CN1 and CN2.

Given a HS from IBSD, instead of letting hu-
man annotators to evaluate all three CNs selected
by Equation 5,6, and 7, we present only two CN
choices in a shuffled order. The annotators do
not know which configuration the two CN choices
come from, which prevents the annotator bias of
detecting which configuration method the CN is se-
lected from and enforce them to choose CNs purely
based on the semantics.

Four human annotators, who have a research
experience in hate speech and counter narratives,
were given HS posts along with the associated TG
information. Annotators were one male and three
females, in terms of education level from PhD stu-
dents to researchers. Two authors of the present
work were involved in the task, the task was de-
signed so to eliminate any possible confirmation
bias (blind evaluation and randomization of the
stimulus material). We also applied an adapted
version of the guidelines by Vidgen et al. (2019)
to safeguard the annotators’ well-being against the
risk of harmful consequences of working with abu-
sive content.

Annotators had to select from two available CN
choices, deciding which one better addressed the
given HS. In case of a difficulty on understanding
the given post, annotators could mark it as Not
Applicable—‘N/A’.

We have employed the VictoryPointsTie metric
for the analysis of the human evaluation. This met-
ric scores the annotators’ CN choices as follows:

• Victory: if all annotators agree on the same
CN, the selected CN configuration get as-
signed two points.

• MajorityVictory: if the majority agrees on
the same CN, then its configuration get as-
signed two points. Majority is defined as 3
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out of 4 annotators agree on the same CN or 2
annotators agree on the same CN while others
vote for 2 separate choices (including ‘N/A’
option).

• Tie: if 2 annotators vote for the same CN and
the other 2 vote together for another CN (in-
cluding ‘N/A’ option), then each configuration
counts as one point.

To assess if a particular configuration rises to
prominence, the total points are summed for each
configuration using the above metric. In the case of
the same CN selected by 2 different configurations
(ensemble configurations), we also assign victory
points to the corresponding ensemble configuration.
Through the ensemble configuration analysis, we
aimed at understanding if jointly decided CN se-
lections are more reliable than CN selections done
by a single configuration or certain ensembles are
more reliable than others on finding a better CN for
an HS post. We used Cohen’s kappa (Cohen, 1960)
for the inter-annotator agreement.

7 Results

The results of the human evaluation are shown
in Tables 3 and 4. SimIS+base outperforms other
configurations, while FilterIS+Simbase performs
poorly. The best configuration includes all three
elements of a data sample, i.e., IS, HS, and CN,
with IS weakly constraining the produced embed-
ding. Instead, the IS filtering in FilterIS+Simbase
configuration acts as a hard constraint, resulting in
a limited number of CNs to be fed to the SIM func-
tion. This configuration assumes that constraining
by IS narrows down the CN set to keep, and these
would likely be the most relevant ones. However,
human evaluation results show that keeping only
the top five most similar ISs in this configuration
limits the CN search space too much. Even if there
were many ISs exactly matched between IBSD and
MT-CONAN, the FILTERING function would dis-
card all the other highly similar ISs and thus some
possible good CNs.

Among the samples with one of two CN options
chosen by an ensemble configuration (total of 99
samples), the CN supported by an ensemble is pre-
ferred (68.7%) over the other CN that was selected
by only one configuration (31.3%).

The most reliable ensemble configuration was
(Simbase ∩ SimIS+base). As shown in Table 5, it was
chosen by comparing the percentages of the counts

Configuration Score

Simbase 187
SimIS+base 203

FilterIS+Simbase 161

Table 3: Computed VictoryPointsTie score for each
configuration.

Configuration pair Config #

(Simbase ∩ SimIS+base , (FilterIS+Simbase))
Ens. 25
Sing. 8

(SimIS+base ∩ (FilterIS+Simbase) , Simbase)
Ens. 22
Sing. 10

(Simbase ∩ (FilterIS+Simbase) , SimIS+base)
Ens. 21
Sing. 13

Ensemble configs total 68
Single configs total 31

Total 99

Table 4: The counts of selected samples for each config-
uration pair from the human evaluation dataset samples
with at least one CN choice selected by two configura-
tions. Configuration pair consists of (Ensemble Config,
Single Config). Ensemble Config refers to the configu-
ration combination where two configurations selected
the same CN . Single Config indicates the remaining
configuration that did not have any overlap of selected
CN with other configurations.

of the selected CNs from “Ensemble Config" in the
total counts of CNs for the particular configuration
pairs (“Ensemble Config" + “Single Config"). This
observation aligns with the earlier finding that the
FilterIS+Simbase configuration performs the worst.

Ensemble configuration %

Simbase ∩ SimIS+base 75.8

SimIS+base ∩ (FilterIS+Simbase) 68.8

Simbase ∩ (FilterIS+Simbase) 61.8

Table 5: The percentages of each ensemble configura-
tion count out of the total configuration pair computed
using Table 4.

The annotations in the human evaluation dataset
had the majority agreement of 85.6% and perfect
agreement of 39.6%, which demonstrate a fair inter-
annotator agreement with a Cohen’s Kappa = 0.4.

To sum up, the results show that applying the
TG filtering drastically deteriorates the CN selec-
tion performances. Using the implied statement
helps choosing relevant counter narratives, despite
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coming with some caveats. Incorporating the IS,
while preserving the original content (HS/CN) in
the input (such as SimIS+base), allows the embed-
ding to focus more on its semantic contents. How-
ever, if the IS is used as a hard filtering (such as
FilterIS+Simbase), it could overly confines the avail-
able CN candidate space.

8 Conclusion

In this paper we present a novel approach for
selecting counter narratives to fight hate speech
based on the use of the HS implied statements.
First, we distill the implied statement from the hate
speech through a generation task with testing sev-
eral LMs/decoding methods.

Concerning the IS generation results, the fine-
tuned BART model with the greedy decoding
method yields the best BLEU and ROUGE scores.
Then, to retrieve possible counter narratives for
hate speech posts, we compute semantic similar-
ity between two input texts (with varying formats
including HS, CN, hate target, and implied state-
ments), given the assumption that semantic simi-
larity and human judgment correlate. The human
evaluation results show that filtering by TG reduces
the mismatch between HS and their selected CN.
While the CNs selected from the configuration that
included IS as a part of the similarity calculation
was preferred, filtering by IS constrains too many
utilizable CN candidates. In addition, a joint selec-
tion of the same CN by two different configurations
(ensemble) yielded even better results in terms of
human preference.

Although the novel approach of incorporating IS
and TG show effectiveness in the CN selection task,
there are several possible directions that can be ex-
plored. Addressing target imbalance in the dataset
and out-of-target implied statement generation for
evaluating the model performances on zero-shot
out of domain experiments could be explored in
the next steps. Additionally, more complex seman-
tic similarity methods could be integrated into the
task.
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A Appendix A - Data Filtering details

This section explains in detail the data filtering
and pre-processing techniques we applied to the
datasets that are described. The original datasets
contains 153, 498 samples from IHC and SBIC for
IS generation task and 5, 003 samples from MT-
CONAN for CN selection task.

Pre-Filtering Steps. Data preparation required
several steps. (i) As the first step we selected only
sentences marked as “implicit hate speech" from
IHC (since only this category was annotated with
the IS). For SBIC, we kept examples annotated as
intentional and offensive. (ii) Then we selected
samples with single-sentenced ISs. (iii) As a third
step we chose those samples that have a target
that aligns with targets existing in MT-CONAN
dataset5. We also discarded inter-sectional exam-
ples (i.e. targeting two or more groups simultane-
ously, such as POC and WOMEN in “Black women
are only able to cook fried chicken.”) (iv) We then
checked for possible duplicates, however we al-
lowed the same HS post to have more than one
ISs. After these filtering steps, we obtained 35, 923
samples of unique HS–IS pairs.

Standardization Steps. Although both (Sap
et al., 2019) and (ElSherief et al., 2021) claim
to strictly follow Hearst’s pattern for annotation,
MTURK workers did not always follow the in-
structions. For this reason we applied a fifth filter-
ing/standardization step to obtain examples with
an IS that rigorously follow the pattern ⟨subject⟩ –
⟨predicate⟩ – ⟨object⟩, with object being optional.
Additionally, it is important that IS contains TG as
the subject. To check for this, we utilized Stanza
library6 from Stanford to perform dependency pars-
ing, which returns the grammatical relationships
within the sentence. We checked whether the sen-
tences contained a nominal subject (nsubj) and if
so, whether they matched the originally annotated
TG names. We considered a match if any of the fol-
lowing conditions is true: the exact word matches
with the annotated TG name, or the extracted sub-
ject is one of the collected terms used to represent
TG. For instance, if the TG is MUSLIM, then we

5These targets are {WOMEN, POC, JEWISH, MUSLIM,
MIGRANT, LGBT+, DISABLED}. Since the original SBIC
dataset did not use unique or standardized labels (e.g. “dark-
skinned men", “blacks",“black folks") we created a mapping to
our standardized labels. See Table 6 for some of the example
words representing the considered TGs.

6stanfordnlp.github.io/stanza

consider a match if the annotated IS has the subject
“muslim", “islamic people", or “muslim people."
We further applied lemmatization and stemming
to make sure the different forms were caught, e.g.,
illegals → illegal, woman → women.

We also kept IS whenever its first word matched
the TG, but the parser did not recognize it as a
noun subject of the sentence. Instead we discarded
IS when the TGs was present in the sentence but
not marked as subject, e.g., “people hate Jews",
“America needs to control the black population."

For those examples in which TGs were not de-
tected in the ISs, we manually reviewed the sen-
tence structure. For instance, we checked part of
speech using the Stanza tool to see if we could sup-
ply TG into the IS. The following rules were used
to decide about keeping the examples:

• Some examples had a sentence starting with
a “group” noun (e.g., “Group does drugs",
“Group is worthless"). We simply replaced
that word with original TGs, while fixing the
changed IS to correct verb/auxiliary verb (e.g.,
“Black people do drugs", “Women are worth-
less").

• If the first word was a pronoun (e.g., “Their
lives do not matter", “They are property of
men”), then we also replaced it by the TG
(e.g., “Black lives do not matter", “Women are
property of men").

• In case the first word was an auxiliary verb,
(e.g., “Are all terrorists", “Are just objects"),
then we inserted the original TG at the be-
ginning of sentence (e.g., “Muslims are all
terrorists", “Women are just objects").

• If the IS was a one-word adjective (e.g., “Fem-
inine”, “Stupid”, “Lazy”) then we prepended
TG followed by “are” to it to build a complete
sentence (e.g., “Gays are feminine", “Jews are
stupid", “Black people are lazy").

• If the beginning of the sentence started with
an adverb and the second word was a verb
or adjective (e.g., “Often harmed", “Always
fail exams", “Easily offended") then we ap-
pended TG at the beginning of a sentence.
We needed to also append “are” since some
take the form of past tense VERB (e.g., “Mus-
limes are often harmed”, “Blacks always fail
exams", “Women are easily offended").
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TG example words

POC black folks, africans, people of color, african

LGBT+ gay men, lesbian women, trans men, gay people

JEWISH jewish folks, jews, jewish people, jewish

MUSLIM muslim folks, islamic folks, muslims, islam

WOMEN feminists, woman, women

MIGRANTS immigrants, refugees, illegal immigrants, illegal aliens, immigrant

DISABLED mentally disabled folks, physically disabled folks, blind people, folks with down syndrome

Table 6: Sample words that were commonly used in the SBIC and IHC dataset to refer each TG labels

• If the second word of the sentence was ad-
jective, adposition, or adverb (e.g., “Only
good at sports", “Overly religious") then we
prepended TG followed by “are” at the be-
ginning of the sentence (e.g., “Black people
are only good at sports", “Muslims are overly
religious").

• Some sentences start with the particle “not”
(e.g., “Not attractive", “Not intelligent", “Not
get along with others" ). In this case, we fixed
the ISs by appending TG and “don’t" if the
second word was a verb, otherwise appending
“are” (e.g., “Gays are not attractive", “Black
people are not intelligent", “Women don’t get
along with others").

B Appendix - Training Details

All models were trained for 5 epochs. The training
objective was to maximize the sum of the metrics
at the evaluation time with a preference for a higher
score. A batch size of 8 was selected for training
and 16 for inference. The gradient accumulation
step allows for accumulating gradients and perform-
ing the model’s optimization step afterward. We
used a step size of 16 to increase the overall batch
size. The default learning rate of 2e-05 was used
for GPT-2, whereas 5e-05 for BART and T5. We
framed the IS generation as a summarization task
since it was one of the original pre-training tasks
of T5 and fine-tuned the model with a “Summa-
rize:" source prefix. This decision was taken after
we conducted a small experiment by fine-tuning a
small subset of the IBSD dataset with and without
a source prefix, as well as a custom prefix (“ex-
plain implied statement:"). The results showed that
having a prefix is beneficial for small data (in this
experiment 1,000 samples); however, the choice of
which prefix to use did not make a major difference
in their performance.

At inference time we used various decoding
methods: Greedy search, Beam search (beam width
was set to 3), Temperature sampling with a tem-
perature value of 0.9 (Ackley et al., 1985), Top-k
sampling, with k value was set to 40 (Fan et al.,
2018), and finally Top-p sampling with p value
equal to 0.9 (Holtzman et al., 2020).
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Models DISAB. POC WOMEN JEWISH MIGR. MUSLIM LGBT+ MacroF1 MicroF1
T5gdy 80 93.8 93.5 93.9 85.4 91.4 90.1 89.7 92.2
T5beam 81.5 95.1 92.9 95.2 85.9 93.2 88.9 90.4 92.9
T5smp 49.1 54.2 45.5 48 40.3 50 58 43.1 34.3
T5top.k 29.1 50.6 52.2 55.3 46.3 49.7 40.6 40.5 34.7
T5top.p 35.3 48.6 44.4 50 39.7 43.7 44.4 38.3 30.6
GPT2gdy 83.5 92.4 91.6 93.4 76.1 91.8 79.5 86.9 90.3
GPT2beam 81.4 93.2 90.4 93.1 78.8 91.1 82.4 76.3 90.2
GPT2smp 74.1 91.7 89.1 92.3 74.4 89.5 73.5 73.1 88
GPT2top.k 74.7 91.3 89.2 89.8 72.3 89 71.1 72.2 87.4
GPT2top.p 75 92 89.5 92.9 77.8 90.4 76.4 84.9 89
BARTgdy 88.6 95.4 94.9 95.2 89.2 95.5 90.5 92.8 94.3
BARTbeam 86.4 95.1 94 95.5 88.3 95.1 91.5 92.3 93.9
BARTsmp 87.2 94.9 94.5 95.3 87.3 94.6 93.6 92.5 93.9
BARTtop.k 88.6 94.7 94 95 86.2 94.2 89.6 91.8 93.4
BARTtop.p 87.5 95.4 95.1 95 89 96 88.7 92.4 94.2

Table 7: Model results of automatic evaluation for generating TG given HS (Option 2).
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HS predicted
TG predicted IS referenced

TG referenced IS

(a)

If only Africa had more
mosquito nets Then we could
save millions of mosquitoes
every year from dying of AIDS

POC africans are all
diseased POC "black folks carry diseases",

"africans deserve to die first"

(b)
Allah is probably the true god
Because the universe started
with an explosion

MUSLIM muslims are
terrorists MUSLIM

"muslims are terrorists", "the
muslim religion is violent",
"muslims are barbaric"

(c)

no such thing as might they
““must be deported.. all ille-
gal aliens must be deported.no
amnesty, or we will face
unprecedented negative conse-
quences.

MIGRANTS
immigrants
should be
deported

MIGRANTS "all illegal immigrants must be
deported"

(d)
Why do the handicapped make
poor lawyers? Their cases don’t
have a leg to stand on

DISABLED
physically dis-
abled folks are
useless

DISABLED "disabled people are incapable"

(e)

There is nothing I would love
to see more than the arrest, trial
and execution of these murder-
ous and genocidal Zionists!

JEWISH jewish people
are murderers JEWISH

"jewish people are violent and
genocidal", "jewish people are
evil", "jewish people are murder-
ous"

(f)
I’m going to name my next cat
äutistic"...because that’s actually
funny.

DISABLED autistic people
are funny DISABLED

"mentally disabled folks
laughed at", "autistic people
are dumb", "autistic people
are often teased", "autistic
people are easy to make fun of",
"mentally disabled folks doesnt
deserve empathy"

(g)
Anyone else find it sexist that
trans women can’t have chil-
dren?

LGBT
trans women
are not equal
to men

LGBT trans women aren’t real women,
trans women are fake

(h)

I have blue eyes. I got them
from my dad. My mum has
black eyes. She also got them
from my dad.

POC black folks are
criminals WOMEN

"women are not equal", "women
should be disciplined by they’re
husbands", "women are sub-
servient to men "

(i)

jack probably has hiv which is
why he’s doing this because he’s
jealous that we all don’t have hiv
because we don’t fuck people in
the butts

WOMEN women are hiv LGBT+

"gay people have diseases", "gay
men have hiv", "gay people envy
straights", "gay men are respon-
sible for hiv"

Table 8: Examples generated by the BARTgdy generation model. The model struggles to understand sarcasm (g)
and directly reuse words in HS(f), but it is possible to infer the implications of the HS(a, b, d).
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