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Abstract

The spread of hate speech (HS) in the digital
age poses significant challenges, with online
platforms becoming breeding grounds for
harmful content. While many natural language
processing (NLP) studies have focused on
identifying hate speech, few have explored
the generation of counter narratives (CNs) as
means to combat it. Previous studies have
shown that computational models often gener-
ate CNs that are dull and generic, and therefore
do not resonate with hate speech authors. In
this paper, we explore the personalization
capabilities of computational models for
generating more targeted and engaging CNss.
This paper investigates various strategies for
incorporating author profiling information into
GPT-2 and GPT-3.5 models to enhance the
personalization of CNs to combat online hate
speech. We investigate the effectiveness of
incorporating author profiling aspects, more
specifically the age and gender information
of HS authors, in tailoring CNs specifically
targeted at HS spreaders. We discuss the
challenges, opportunities, and future directions
for incorporating user profiling information
into CN interventions.

Content Warning: This paper discusses
examples of hateful content. The authors
do not support the use of hateful language,
nor any of the hateful representations quoted
below.

1 Introduction

Hate speech (HS) is spreading through various on-
line channels, targeting vulnerable individuals and
minority groups, and leading to discrimination and
division. The spread of HS can be motivated by
fear, ignorance, and prejudice, with severe conse-
quences such as increased suicide rates (O’ Keeffe
et al., 2011). Since there is a fine line between free
speech and hate speech, monitoring the removal

Ilia Markov
CLTL, Vrije Universiteit Amsterdam
Amsterdam, The Netherlands
i.markov@vu.nl

or blocking of online HS is challenging and may
lead to over-blocking (Gagliardone et al., 2015;
Markov and Daelemans, 2021). Instead of enforc-
ing silence through blocking, “more speech” can
be used, e.g., through the generation of counter
narratives (CNs), which promotes understanding
and different perspectives. Benesch (2014) defines
counter narratives as “‘non-negative responses to
hate speech, targeting and counteracting extreme
statements through fact-bound arguments or alter-
native perspectives”. Counter-narrative generation
plays a crucial role in educating and enlightening
those who may be influenced by hate speech or ex-
posed to biased narratives (Pariser, 2011). Provid-
ing well-articulated and evidence-based responses,
counter narratives can expose the fallacies and mis-
information propagated by hate speech, enabling
individuals to make informed judgments and de-
cisions. NGOs work for exactly this purpose by
training operators to write counter narratives!, how-
ever, there is a great imbalance between the number
of hate speech shared every day and the responses
that can be written by NGO operators. To tackle
this issue, natural language generation (NLG) stud-
ies have suggested automatic CN generation (Qian
et al., 2019; Tekiroglu et al., 2020a; Chung et al.,
2021; Tekiroglu et al., 2022). On top of that, profil-
ing hate speech authors has gained attention in nat-
ural language processing (NLP) and sociolinguistic
communities, providing valuable insights into HS
authors’ motivations and enhancing hate speech
detection systems by incorporating author profiling
information (Schmidt and Wiegand, 2017; Rangel
et al., 2021; Monti et al., 2022; Hilte et al., 2023).
To the best of our knowledge, exploring author pro-
filing aspects within personalized counter-narrative
interventions remains an unexplored area of re-
search despite its potential to effectively counter
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hate speech online. Consider the following ex-
ample with two possible CN responses to hateful
content’:

(D HS: Women must not have the right to
choose.

CN1: Women should have equal rights in a
free society, without discrimination.

CN2: It can be difficult to adjust to a
changing society, but it’s important to
recognize that gender equality and freedom
are not just ideals; they are human rights
that should be respected and upheld at
all times. Women should have the same
rights and opportunities as men, without
any discrimination or prejudice. Older
generations can help foster a culture of
equality and respect by acknowledging that
everyone deserves to be seen and treated
equally, regardless of gender or any other
background.

CN2 is more personalized and likely to be more
engaging for a HS author than CN1. We explore
ways how to make counter-narrative interventions
more personalized and effective in withstanding the
propagation of online hate speech. Our approach
is based on replicating the study by Tekiroglu et al.
(2022) with GPT-2 (Radford et al., 2019) and ex-
ploring different strategies for injecting author pro-
filing aspects into the model with the aim of gen-
erating more targeted counter narratives. Addition-
ally, we experiment with GPT-3.53 to investigate its
potential for personalizing counter narrative based
on profiling characteristics. Findings suggest that
while GPT-2 struggles with using the injected au-
thor profiling aspects to generate more personal-
ized CNs, GPT-3.5 has the ability to incorporate
profiling information, such as authors’ age and gen-
der, to generate more personalized and engaging
responses against hate speech. Ultimately, this pa-
per emphasizes the significance of effective counter
narratives as a valuable tool for fostering a more
inclusive and harmonious digital environment, free
from the damaging effects of hate speech.

2HS-CN1 pair extracted from the dataset we work
with (Fanton et al., 2021), while CN2 is generated by one
of the strategies described in this paper (GPT-3.5).
*https://openai.com/

2 Related Work

2.1 Counter-narrative generation

Several studies have delved into the domain of
CN generation, exploring different approaches and
techniques to address the challenge of generating
effective and persuasive responses to online hate
speech (Qian et al., 2019; Tekiroglu et al., 2020b;
Chung et al., 2021; Tekiroglu et al., 2022).

Studies that focused on CN generation report
that CN interventions remain dull and generic. For
instance, Qian et al. (2019) used different computa-
tional models (Seq2Seq, VAE and RL) to generate
a response to hate speech that can mitigate its use
during a conversation, reporting that the responses
are largely commonplace and sometimes irrele-
vant. Chung et al. (2021) proposed a knowledge-
grounded counter-narrative generation architecture
that combats hallucination phenomena by incorpo-
rating factual information from external knowledge
sources, enabling the model to generate informed
and reliable counter narratives. However, even with
a more knowledge-bound approach, the generation
of counter narratives still lacks personalization and
engagement with an individual hate speech author.
Furthermore, the scarcity of comprehensive and
representative datasets poses an additional chal-
lenge in the field of counter-narrative generation
with only few available datasets that contain HS-
CN pairs in the English language (Qian et al., 2019;
Chung et al., 2019; Tekiroglu et al., 2020a; Fanton
etal., 2021).

2.2 Author profiling

A number of studies have focused on author pro-
filing and its benefits, for instance, to gain insights
into the underlying motivations, biases, and in-
tentions of HS authors (Casavantes et al., 2023;
Ebrahimi and Dou, 2016; Johannsen et al., 2015;
Li and Tuzhilin, 2019; Zeng et al., 2019; Rangel
et al., 2021). Schmidt and Wiegand (2017) provide
a survey on traditional approaches to hate speech
detection, which have predominantly relied on lex-
ical and syntactic features, focusing on the content
of the messages themselves. While such meth-
ods have provided valuable insights, they often fall
short when confronted with the subtleties and nu-
ances present in hate speech instances. It is in this
context that the concept of author profiling emerges
as a compelling avenue for deeper analysis.

For instance, the study by Casavantes et al.
(2023) focused on abusive language detection lever-
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aging posts’ and authors’ metadata. The study
aimed to enhance the identification of abusive con-
tent by considering contextual information associ-
ated with individual posts and authors. The authors
enriched textual features from posts with author-
level metadata (i.e., information about the author,
such as their account age, follower count, and ver-
ified status) significantly improving the detection
accuracy of abusive comments across various cate-
gories.

A conceptually similar work to ours is by Zeng
et al. (2019) whose goal was the development of a
system that automatically generates personalized
comments based on user profiles. Their objective
was to enhance user engagement and interaction by
tailoring comments to individuals’ preferences and
characteristics. The study presented an approach
that leveraged user profile information, such as de-
mographic data, interests, and preferences, to gen-
erate comments that align with the user’s profile.
The authors collected and analyzed user profiles
to extract relevant features, such as age, gender,
location, and stated interests, and trained a ma-
chine learning model (LSTM and Seq2Seq) using
a dataset of existing comments and associated user
profiles. This model learned to map user profiles
to comment content, capturing the relationship be-
tween user characteristics and the language used
in comments. The trained model was then used
to generate personalized comments for new users
based on their profile information.

As these and several other studies suggest, pro-
filing hateful content creators can improve hate
speech detection systems by incorporating profiling
and stylometric information (Rangel et al., 2021;
Markov et al., 2021; Casavantes et al., 2023), shed
light on the HS phenomenon itself, and help to
gain deeper insights into the reasons behind posting
hateful content online (Rangel et al., 2021; Monti
et al., 2022). To the best of our knowledge, profil-
ing hate speech spreaders has not been explored in
the context of personalization of counter-narrative
interventions. To bridge this gap, we leverage HS
authors’ age and gender as profiling aspects to ex-
plore the effect it has on making CNs more person-
alized with respect to HS authors.

3 Data

Fanton et al. (2021) released a high-quality and
high-quantity dataset, MultiCONAN, which is
necessary for the generation of effective counter

narratives, specifically due to the topic’s sensitiv-
ity. Following Tekiroglu et al. (2022), we use this
dataset to explore various strategies aimed to gen-
erate more personalized counter narratives. The
quality is assured through niche-sourcing—a niche
group of experts in data collection, i.e., NGO opera-
tors who have the experience in generating counter
narratives that will hinder the beginning of a neg-
ative spiral. MultiCONAN consists of HS-CN
pairs for English comprising several targets of hate
speech. The data was created with a human-in-
the-loop approach (human input and expertise are
incorporated into the process of gathering or label-
ing the data) (Fanton et al., 2021).

The dataset consists of 5,003 HS-CN pairs cov-
ering multiple targets presented in Table 1.

Target # of HS-CN pairs
Muslims 1,335
Migrants 957
Women 662
LGBT+ 650

Jews 598

POC 364
Disabled 220

Other 217

Table 1: The number of HS-CN pairs per target of HS.

Since this dataset does not include profiling in-
formation about the hate speech authors, we used
the TEXTGAIN text analytics API* to estimate the
authors’ age (younger/older than 25) and gender
(male/female). The age classification of TEXTGAIN
determines whether a text is written by an adoles-
cent or an adult leveraging, for instance, stylomet-
ric choices such as the usage of informal language,
and the repeated occurrence of certain topical fea-
tures. In a similar way, the gender prediction es-
timates whether a text is written by a man or a
woman using lexical (e.g., usage of determiners,
personal pronouns) and structural features (e.g.,
sentence structure)’. Hence, profiling aspects en-
compass binary information about age and gender—
the author is either male or female and younger or
older than 25 years. We incorporate this informa-
tion into the Mult i CONAN dataset using various
strategies to explore the effect it has on CN person-
alization.

“https://devops.textgain.com/
Shttps://devops.textgain.com/#tag/Profiling
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Since we are interested in identifying how to
best generate personalized CNs, we manually re-
vised the HS-CN pairs to filter out those HS in-
stances for which age and gender did not seem
to bear importance to the personalization of the
counter narratives. For instance, the following HS
instance: “Physically disabled folks are all angry
and useless” is hard to personalize based solely on
information about the age and gender of the author.
After revision, the dataset was reduced to a total of
913 HS-CN pairs with age and gender information
about HS authors. This subset is used for the strate-
gies aimed to leverage author profiling information
described in the following section.

4 Methods

The present research replicates the approach pre-
sented in the study by Tekiroglu et al. (2022). We
used the GPT-2 model (Radford et al., 2019) that
showed promising results with the hyperparameters
and decoding mechanisms reported in the continu-
ation of this section. We designed a suite of experi-
ments to explore the effect of incorporating profil-
ing information: using GPT-2 to generate counter
narratives while utilizing profiling information ex-
clusively in the test set, fine-tuning GPT-2 with
profiling information, fine-tuning GPT-2 with more
detailed profiling information, generating person-
alized CNs using GPT-3.5 and fine-tuning GPT-2
with those personalized CNs. In the continuation,
we provide more details into strategies used to in-
corporate author profiling characteristics.

4.1 Replication

We replicated the approach presented by Tekiroglu
et al. (2022) with the GPT-2 model (Radford et al.,
2019), hence the first step was fine-tuning the
model. We used the same ratio as in Tekiroglu
et al. (2022) and split the dataset into 80-10-10 for
training, validation, and testing, respectively. A
hyperparameter search was conducted during the
training phase of each model through Optuna, with
10 trials, optimized on minimizing the evaluation
loss during training using the search space: learn-
ing rate: {1le—5, 2e-5, 3e—b, 4de—b, Se—5}, warm-up
ratio: {0, 0.1}, batch size: {2, 4}, epochs: {2, 3,
4, 5}. The optimal hyperparameters were found
based on grid search.

Following Tekiroglu et al. (2022), we
used the special tokens ‘<hatespeech>’ and
‘<counternarrative>" , which were added directly

before the HS and CN text, respectively. An
instance of the training data is provided below:

2) <hatespeech> Women must
not have the right to choose.
<counternarrative>  Women  should

have equal rights in a free society, without
discrimination. < |endoftext| >

Once the model was fine-tuned, the next step was
to generate counter narratives for the test instances
using the following decoding mechanisms: beam-
search (Li et al., 2016), top-p (Holtzman et al.,
2020), top-k (Fan et al., 2018), and a combina-
tion of the latter two, top-pk. The longest HS-CN
pair in the dataset consists of 156 tokens, which
corresponds to the token limit for the generation
of CNs. The generated counter narratives were
then compared to the gold CNs from the dataset
using ROUGE-L (Lin, 2004) and BLEU-1 (Pap-
ineni et al., 2002) scores as automatic evaluation
metrics. The ROUGE-L metric measures the sim-
ilarity of text generated by a model compared to
reference text based on the longest common subse-
quence between them, whereas BLEU-1 measures
the overlap of unigrams (individual words) between
the generated text and reference text. Since beam-
search, which is designed to pick the most-likely
sequence, yielded more generated texts compared
to, e.g., top-k, which would often not generate a
response to the HS instances in the test set, we
proceed with beam-search as the decoding mecha-
nism.

4.2 Strategies for incorporating author
profiling information

For the strategies leveraging author profiling in-
formation, we continue with a subset of the data
that we considered relevant for CN personalization.
This subset was also split into 80-10-10 for training,
validation, and testing, respectively.

Incorporating profiling information into HS
instances in the test data (GPT-2-test) The test
set was enriched with age and gender profiling
aspects. An example of a test instance is provided
below:

3) <hatespeech> “Gay men are all perverts.”
written by a woman older than 25 years.
< |endoftext| >



This first experiment incorporated profiling in-
formation solely in the test set to see how well
GPT-2 can adapt to extra information provided af-
ter fine-tuning.

Incorporating profiling information into HS
instances in the training data (GPT-2-train)
This experiment follows the idea by Chung et al.
(2021). The authors create a dataset by combining
existing counter narratives with factual informa-
tion, resulting in the creation of more knowledge-
grounded counter narratives. Hence, in this experi-
ment, we include profiling characteristics of hate
speech authors already in the fine-tuning process
to explore whether the model can pick up on the
profiling aspects and generate counter narratives
that would be more targeted towards the author.
The profiling information was included following
the same technique, i.e., after the special token
‘<personalinformation>’ as additional information
to the HS-CN pair. An example of the extended
dataset used for fine-tuning can be found below:

@ <hatespeech> Immigrants steal our
jobs.  <personalinformation>  written
by a woman younger than 25 years.
<counternarrative> Isn’t it better to have
people working hard and doing a good
job, regardless of where they come from?
< |endoftext| >

We examined different ways of phrasing profiling
aspects. One example was including the informa-
tion at the beginning of a sentence, i.e., “A woman
younger than 25 years says: ...”. However, this
approach caused confusion in the generated sen-
tences such that they, e.g., directly involved the
same formulation at the beginning of the gener-
ated CNs making them very generic and repetitive.
The phrasing showed in Example (4) yielded better
CN generations, so we continued with the phras-
ing “written by a [gender] older/younger than [age]
years” for the rest of the experiments.

Incorporating detailed profiling informa-
tion into HS instances in the training data
(GPT-2-detailed-train) Chung et al. (2021)
incorporated extended factual information in
their experiments using external knowledge
sources. In line with their approach, we conducted
experiments by adding more detailed profiling
information to the training data. We used an
automatic method of doing so to facilitate and

increase the diversity of profiling aspects. Hence,
we made use of OpenAI’s® API, which employed
the GPT-3.5 davinci model accessible during the
conduction period of this research, and instructed
it to do the following, given HS author’s age and
gender information previously obtained through
the usage of TEXTGAIN (with one-shot prompting):

“Create a profile for a person of the follow-
ing age and gender who wrote the following hate
speech comment. The profile should include
something about the time period they grew up in
and the culture they are part of. Write maximally 2
sentences.”

We set GPT-3.5’s temperature parameter to
1 to create more creative and varied responses.
Given the proficiency of GPT-3.5 in prompt pre-
fixing (Brown et al., 2020), an exemplar of a more
comprehensive profile was incorporated, taking
into account factors such as time and culture, to pro-
vide the model with valuable learning material. We
considered that the time period someone grew up
in and the culture they are a part of would indicate
underlying mechanisms of their attitude toward the
individual and groups they are targeting in their
hate speech. The example is as follows:

®)] Age: 55

Gender: male

HS: Women do nothing but spend their hus-
bands money.

Profile: Michael grew up in the 1980s, a
time when traditional gender roles were still
deeply ingrained in society. He hails from a
rural community where conservative values
and expectations were prevalent.

These profiles were generated for each hate speech
instance in the training data and added in the same
way as described in the previous strategy, i.e., after
the special token ‘<personalinformation>’. Below
is an example from the training data:

(6) <hatespeech> A  woman’s place
is with her husband or his family.
<personalinformation> written by Paul
who grew up in a society heavily influenced
by traditional gender roles, where he
was taught to believe that men were the

Shttps://openai.com/
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decision makers while women should
be subservient and obey the will of their
husbands.<counternarrative> There are
many cases where the wife works and
provides for the family, making a valuable
contribution. It is a source of pride
for modern men to be married to these
women.< |endoftext| >

Incorporating profiling information into the
generation of personalized CNs using GPT-3.5
(GPT-3.5-personalized) In this approach, we ex-
perimented with GPT-3.5 for generating personal-
ized CNs to explore its capability and effectiveness
in tailoring responses specifically to individual hate
speech authors.

We utilized GPT-3.5 with few-shot prompting
to generate personalized counter narratives,
taking into account the existing gold CNs. The
temperature parameter here was also set to 1 to
create more diverse CNs. The exact instruction
was as follows:

“Your task is to take the following counter
narrative and make it more personalized for a
person of demographics described below.”

The examples for the few-shot prompting looked
like the following:

@) Gold CN: I hate to break it to you, but
women are not cunts. Feminists and
humanists are fighting for the same rights
that they hope to have in a thousand years.
Hating women is the problem, not the
solution.

Target of CN: Older man

Personalized CN: I understand that
you may have grown up in a different
time when attitudes towards women were
different, but it’s important to recognize
that language like “cunt” is not acceptable
and only serves to perpetuate harmful
stereotypes and attitudes towards women.
Feminists and humanists are not trying to
take away your rights or make you feel
inferior; rather, they are fighting for equal-
ity and the recognition that women should
have the same rights and opportunities as

men. This fight for equality is not new, and
it is not going away anytime soon.

(8) Gold CN: The media are full of the rumours
of rape and abuse committed by Muslim.
The problem is not about Islam. It is about
violence.

Target of CN: Younger woman

Personalized CN: 1 understand that
the media can be overwhelming and that
you may feel frustrated or angry about
the topic of rape and religion. It can be
difficult to sort through the rumors and
misinformation. It’s important to approach
these issues with a critical eye and an
open mind, and to recognize that not
all Muslims are violent or abusive. The
problem of violence is not unique to any
one religion or culture. It affects people of
all backgrounds and faiths, and we should
work together to address it in a constructive
and compassionate way.

An example of the generated personalized CN
given the gold CN and demographics can be found
below:

) Gold CN: Feminism is about the empow-
erment of women and having equal rights,
what’s not to like?

Target of CN: Younger man

Personalized CN: As a man, you have
the power to contribute to an equal and
equitable society for everyone—regardless
of gender. Feminism is about more than
just women gaining equal rights—it’s
about creating a world where everyone
can be respected and safe. You have an
opportunity to help create and enable this
change and make sure that all voices can be
heard and emphasized. It’s about creating
an environment where gender equality is
a reality, not just a theoretical concept.
Your support and participation can and
will make a difference in the lives of those
around you.

Incorporating personalized CNs in the train-
ing data (GPT-2-personalized-train) This strat-



egy incorporates personalized CNs generated using
GPT-3.5 as described in the previous paragraph for
fine-tuning the GPT-2 model. Exclusively train-
ing the model with the gold CNs, even with the
incorporation of profiling aspects, could result in
the model compressing the inputs without eftec-
tively discerning the presence or absence of profil-
ing information. By ensuring that the training data
contains personalized counter narratives tailored to
the given profiles, the GPT-2 model can potentially
acquire the necessary knowledge to generate more
targeted and engaging counter narratives. Accord-
ingly, the training data looked like the following:

(10) <hatespeech> Women
must not have the right to
choose.<personalinformation> writ-
ten by a man older than 25 years.
<counternarrative> It can be difficult to
adjust to a changing society, but it’s im-
portant to recognize that gender equality
and freedom are not just ideals, they are
human rights that should be respected and
upheld at all times. Women should have
the same rights and opportunities as men,
without any discrimination or prejudice.
Older generations can help foster a culture
of equality and respect by acknowledging
that everyone deserves to be seen and
treated equally, regardless of gender or
any other background.< |endoftext| >

5 Evaluation

We report both manual and automatic evaluation of
generated CN responses. We realize that automatic
evaluation metrics may not reflect the personaliza-
tion aspects of the CNs since we compare them
to the gold CNs from the dataset. Accordingly,
we also perform a manual evaluation, which ranks
generated CNs with respect to each other and with
respect to the gold CNs based on how personalized
and engaging they are.

5.1 Automatic evaluation

We replicated the study by Tekiroglu et al. (2022)
on the 80-10-10 partitions of the complete dataset
achieving a score of 0.0752 for ROUGE-L and
0.0836 for BLEU-1. The replication results demon-
strate a notable discrepancy in the overlap met-
rics compared to the original study, which could
be due to the fact that we did not exactly repli-
cate the procedure described in (Tekiroglu et al.,

2022). In their paper, they generate five CNs for
each HS and only select the CN with the highest
ROUGE-L and BLEU score among the five to be
evaluated. Tekiroglu et al. (2022) reported an over-
lap score of 0.2195 for ROUGE-L and 0.2132 for
BLEU-1 with beam-search as the decoding mech-
anism. We realize that direct comparison is not
accurate since the training, validation, and test set
distributions are not exactly the same, however, we
wanted to see whether the results obtained through
replication would be in line with the original study.

After achieving comparable results by fine-
tuning GPT-2, we proceed with a subset of the data
that we deemed relevant for CN personalization.
The results of the different strategies exploring how
to best generate personalized CNs are presented in
Table 2.

Strategy ROUGE-L BLEU-1
GPT-2-test 0.0666 0.0776
GPT-2-train 0.0741 0.0842
GPT-2-detailed-train 0.0699 0.0728
GPT-3.5-personalized 0.1803 0.1618
GPT-2-personalized-train 0.0925 0.1411

Table 2: Results in terms of ROUGE-L and BLEU-1
score with beam-search as the decoding mechanism for
the GPT-2 model.

The counter narratives generated using GPT-3.5
show the highest results in terms of the automatic
evaluation metrics used. The results align with
the results of the manual evaluation presented in
Section 5.2.

5.2 Manual evaluation

The manual evaluation follows the idea by Haghigh-
atkhah et al. (2022). We selected a subset of 30 HS
instances and present every generated CN from the
experiments as well as the gold CNs as a ranking
task (see Appendix A for an example). We em-
ployed three master’s students (two females and
one male) with experience in hate speech-related
tasks and asked them to rank the presented CNs
from most (1) to least (7) personalized and engag-
ing. There were seven CNs to be ranked for each
hate speech instance—the gold CN, the CNs gen-
erated obtained through replicating the approach
by Tekiroglu et al. (2022), and the CNs generated
by each of the five strategies described in Section
4.

To compute the pairwise inter-annotator agree-
ment we use the Spearman correlation of their rank-



ings. The average over all three pairwise agreement
scores is 0.77.

To assess the relative performance of different
CN generation methods, we adopt a methodology
inspired by ranked-choice voting, specifically the
Schulze voting system (Schulze, 2011). The no-
tation d[X, Y] is introduced, which represents the
frequency with which a counter narrative generated
by method X is preferred over a counter narra-
tive generated by method Y across all hate speech
instances and annotators. By calculating these pair-
wise preferences, a matrix is constructed that indi-
cates the frequency of one strategy being preferred
over another. The results are presented in Table 3.

Table 3 shows that the counter narratives gener-
ated with GPT-3.5 after instructing it to make them
more personalized consistently attained higher
ranking, even higher than the CNs created by ex-
perts, which secured the second highest ranking.
The third highest ranking was achieved by the
counter narratives produced during the replication
of Tekiroglu et al. (2022)’s study. This can be
partially influenced by the fact that we used more
training data than for the other strategies. The find-
ings suggest that GPT-2 faces difficulties when in-
tegrating profiling information, such as age and
gender, and particularly when tasked with incor-
porating more detailed information, it struggles to
produce coherent CNs. One potential factor con-
tributing to this challenge may be the utilization
of beam-search as the decoding mechanism, which
has a tendency for generating repetitive outputs. To
improve the strategies for incorporating profiling
characteristics, future research could investigate
alternative decoding mechanisms and more fine-
grained parameter optimization strategies.

6 Discussion

The utilization of GPT-2 was motivated by select-
ing one of the most promising outcomes from the
aforementioned study (Tekiroglu et al., 2022). The
objective was to employ this model to explore var-
ious approaches for incorporating profiling infor-
mation about hate speech users, aiming to iden-
tify an optimal method for personalizing counter
narratives. The findings of the conducted experi-
ments revealed that GPT-2 encounters challenges
when attempting to generate personalized counter
narratives. This pattern persisted throughout the
various strategies employed for incorporating pro-
filing aspects of HS authors. These findings sug-

gest that further investigation and refinement of the
strategies are necessary to enhance GPT-2’s ability
to generate more personalized responses to hate
speech.

The results from both the automatic metrics and
the manual evaluation reinforce the notion that em-
ploying a more advanced model exhibits a greater
potential for transforming generic counter narra-
tives into personalized and engaging ones. Lever-
aging the strong prompt-prefixing capability of
GPT-3.5, we successfully generated personalized
and engaging counter narratives indicating that,
even with simple prompts, GPT-3.5 can effectively
generate targeted and effective counter narratives.
In the future, more detailed prompt engineering
can potentially improve the personalization of gen-
erated CNis.

Factors such as removing items where age and
gender are not relevant could have a significant
impact on the results of this research since it also
reduced the number of HS instances for training
and testing. However, our main focus was finding
the optimal approach to incorporate profiling in-
formation for personalization of CNs. Therefore,
we conducted experiments using examples where
age and gender potentially played a significant role
(e.g., a man criticizing women) to observe the im-
pact of each strategy, which provided valuable in-
sights. Once the best strategy is identified, the next
step would involve applying it to more hate speech
examples where age and gender could be relevant,
paving the way for real-world applications.

Given our focus on GPT, it would be intrigu-
ing to conduct a comparative analysis to assess
the performance of alternative models such as
BART (Lewis et al., 2019) or TS5 (Raffel et al.,
2020) and recent LLMs such as LLaMA (Touvron
et al., 2023) and Koala (Geng et al., 2023) when
injected with profiling information.

In line with Zeng et al. (2019)’s evaluation ap-
proach, the usage of personalized counter narra-
tives generated with GPT-3.5 to combat online hate
speech can additionally be evaluated by measuring
user engagement, such as the number of likes or
replies, to determine if there is a notable preference
for personalized CNss.

7 Conclusion

The present study demonstrated that counter nar-
ratives can be made more personalized and en-
gaging using the profiling characteristics of hate
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Gold-CN - 722 91.1 956 956 144 933
Replication (Tekiroglu et al., 2022) 27.8 - 70.0 68.9 767 122 722
GPT-2-test 89 300 - 633 767 56 61.1
GPT-2-train 44 311 367 - 600 33 511
GPT-2-detailed-train 44 233 233 400 - 1.1 444
GPT-3.5-personalized 85.6 87.8 944 96.7 98.9 - 100.0
GPT-2-personalized-train 6.7 27.8 389 489 556 0 -

Table 3: The pairwise preferences from the manual evaluation in %. The values highlighted in green correspond
to the percentage of one strategy (row) being preferred over another strategy (column). If this is not the case, the

values are highlighted in red.

speech authors. Whilst this objective is possible
with GPT-3.5 through simple prompting with pro-
filing information, the personalization seems to
be harder for GPT-2 throughout the various strate-
gies explored for incorporating profiling aspects.
Through incorporating author profiling informa-
tion, we attempted to bridge the gap of generat-
ing more personalized counter narratives. Small
glimpses into relevant findings regarding the in-
corporation of user information are a promising
basis for researchers interested in focusing on the
generation of less generic counter narratives, or in
general, combating hate speech effectively. Ulti-
mately, these findings shed light on the complex
interaction between societal challenges such as hate
speech in the digital realm, and the computational
methods employed to tackle them. By examin-
ing the strengths and limitations of computational
methods in addressing such challenges, we can
strive towards more comprehensive and impactful
strategies to promote a safer and more inclusive
online environment.

8 Limitations

This study has potential limitations. The author
profiling information relies on the TEXTGAIN tool,
which may not be completely accurate in predicting
demographic attributes. We also acknowledge that
gender is not a binary matter, but TEXTGAIN does
not provide more fine-grained gender classes. In
future work, we will explore other strategies for
identifying profiling characteristics of HS authors.
Additionally, during manual evaluation, we only

considered personalization and engagement, while
other factors such as grammaticality and semantic
correctness can also impact the effectiveness of
generated CNis.
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A CN examples generated using each of
the strategies for a given HS instance

HS: I wish we lived in a world in which only men
could be doctors, lawyers, firemen, and teachers.
(written by a man older than 25 years)

Gold-CN: In the U.S., a doctor, a lawyer, a teacher
are some of the most highly valued professions.
Women working as doctors and lawyers and teach-
ers are highly respected professionals as well,
right?

Replication: We need more women involved at
all levels of society to build what is possible for
the future generations! For example: not limiting
participation by gender equality criteria like ‘gen-
der’. Society can live with both genders equally
contributing fully together toward creating some-
thing great? And I am sure you think that’s good
enough??? Just stop confusing people instead.
GPT-2-test: Do you agree with the statement? Do
any of these statements have that sexual orienta-
tion is just an issue to keep people from becoming
professionals or entrepreneurs because there aren’t
enough employees around for them: LGBT+ com-
munities are everywhere now... So where do they
come out next.. It’s hard but worth it! Who knows
how long this will lead us back into trouble???
How can anyone make such false claims about
what happens inside social media!? #LGBTFemi-
nistLIVESJUMP — Jen Purdy (@JenProuder)
GPT-2-train: Just about any decent human being
would have said something like this: “Why do mil-
lions of people want to live their lives just as they
did before?

GPT-2-detailed-train: The word “crisis” is often
used as opposed with respect merely for problems
ranging from violence against women towards all
racial groups or ethnicities etc.: But that doesn’t
mean you don right? I’m saying how do things
here-it’s different than what everyone else thinks!
You can say anything YOU want around this fo-
rum without being afraid it wont any more:You
shouldn’t.

GPT-2-personalized-train: You must make sure
there are no problems with someone else’s work -
at least not if you have children of either sex or
any other gender-related issues here on the UK
Blogs! For practical matters please don’t just say
how much time your child would like to spend re-
searching this subject before deciding for yourself
whether that is appropriate: such research may be-
come controversial; as well should debate about
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why some people prefer sexual health care without
regard their differences too often — when they bene-
fit more from it rather do others? I believe all lives
depend upon each one being valued equally
GPT-3.5-personalized: I understand that you may
have grown up in a different era when some profes-
sions were seen as being more suitable for women
than men. It’s important to recognize, however, that
this is no longer the case and that women should
be seen as equal players in the fields of medicine,
law, and education. Highly skilled women working
in these professions should be respected and appre-
ciated for their hard work and dedication. Women
can and should be just as successful and celebrated
as their male counterparts. No one should be held
back from opportunities or hindered by gender
roles.



