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Abstract

To date, cognitive models of pronoun resolution
have primarily focused on how fairly shallow
discourse-level and lexical cues yield the ap-
propriate interpretation, despite classic work
in computational linguistics emphasizing the
importance of situation-specific pragmatic rea-
soning. We explore the latter in two studies of
human judgments, which highlight the striking
robustness of these pragmatic processes.

1 Introduction

Models of pronoun resolution are typically built
around comparatively “shallow” heuristics such as
discourse-level cues (e.g., first-mention cues, focus
tracking, “Centering” (Grosz et al., 1995)) and lex-
ical cues derived from semantic aspects of the verb
(e.g., so-called “implicit causality”). These cues
are readily implemented in both small- and large-
scale models and have been pursued with the hope
that these models would achieve high accuracy
without the need to incorporate rich knowledge
postulates and pragmatic reasoning. Work in psy-
cholinguistics has reflected this same focus, with
the majority of studies exploring how discourse-
level and lexical cues guide human intuitions about
referent identity (Kaiser and Fedele, 2019). This
work has often concluded that discourse/lexical
cues provide a kind of rapid default interpreta-
tion, as reflected by statistical tendencies in hu-
man judgments. Interestingly, this shared approach
fails to capture many important insights from clas-
sic work in computational linguistics, which high-
lighted how situation-specific pragmatic reasoning
is essential for resolving pronouns in many circum-
stances (e.g., Winograd, 1972; Hobbs, 1979; Hobbs
et al., 1993). Given that cases involving situational
reasoning are often described as challenging for
computational models (e.g., Levesque et al., 2012;
Sakaguchi et al., 2021), and are often incompati-
ble with the solution yielded by default bias, it is
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possible that they are also difficult for humans to
interpret. This would be reflected in less robust
judgments compared to cases where pragmatic in-
ferencing is not necessary for accurate identifica-
tion of the intended referent. However, consider the
following example from Jones and Bergen (2021):

(1) a.
b.

When the vase fell on the rock, it broke.
‘When the rock fell on the vase, it broke.

A resolution account based on shallow cues would
predict that the pronoun it should resolve to the
subject antecedent in both (1a-b). However, Jones
and Bergen found that human readers judge the
object-position antecedent (vase) in (1b) as the in-
tended referent 95% of the time (e.g., despite that
antecedent’s status as the second-mentioned and
therefore less “focal/centered” entity). This finding
highlights how readers draw on world knowledge
— something that continues to be difficult to inte-
grate into current models of anaphora resolution
(Richard-Bollans et al., 2018).

The present study extends the psycholinguistic
work on inference in pronoun resolution by ex-
ploring how another form of world knowledge,
namely mentalizing and perspective-taking about
story characters, guides human pronoun resolution.
This line of work provides challenging test cases
for state-of-the-art computational models of coref-
erence resolution in English.

2 Experiment 1: Subject Pronoun
judgment Task

The first experiment (54 adult participants,
Mo4e=34.54 years, SD,4.=12.8, recruited from
Prolific [www.prolific.com]; 24 critical trials) fo-
cused on subject-position pronouns using short sen-
tences like in (2):

Madeline told Anna that she remembers
when the lecture starts.

(2) a.
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b. Madeline asked Anna if she remembers

when the lecture starts.

We predicted that a character felling an interlocu-
tor about the information expressed in the subor-
dinate clause should lead readers to interpret the
pronoun as coreferring with the main-clause sub-
ject, whereas asking should entail main-clause ob-
ject selections. This is because (in relation to the
examples in (2)) we do not normally tell people
what they remember (conversational contributions
should be informative, cf. Grice, 1975), and we do
not normally ask people what we ourselves remem-
ber (e.g., Brown-Schmidt et al., 2008).

The results overwhelmingly supported these pre-
dictions: Participants chose the “perspectivally con-
gruent” antecedent 99.8% of the time. The ro-
bustness of this judgment is striking relative to the
strength of the patterns observed in computational
and psycholinguistic studies exploring the effec-
tiveness of superficial discourse/lexical cues (e.g.,
Tetreault, 2001; Kehler and Rohde, 2013). Further,
there was no order-of-mention bias (which would
predict more pronounced effects for zell, where the
antecedent is the first-mentioned character). Specif-
ically, readers picked the subject antecedent 99.7%
of the time in the tell sentences and the object an-
tecedent 99.8% of the time in the ask sentences.
This illustrates that the pragmatic reasoning in ques-
tion completely overrules the influence of canon-
ical discourse effects related to order-of-mention,
which is the pattern otherwise predicted in Center-
ing and most other focus-based models.

3 Experiment 2: Object Pronoun
judgment Task

To ensure the patterns are not due to readers draw-
ing on statistical patterns regarding how arguments
in a clause containing fell or ask are linked to a sub-
sequent subject pronoun, we conducted the same
experiment with object pronouns.

The experiment (54 adult participants,
M4e=33.83 years, SDg4.=13.43, recruited from
Prolific [www.prolific.com]; 24 critical trials)
was the same as Experiment 1, except that we now
used sentences with object-position pronouns as in

3):

(3) a. Nina told Mary that modern art interests
her more than classics.
b. Nina asked Mary if modern art interests

her more than classics.
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The results reflected the same reasoning-driven pat-
terns as in Experiment 1, with the perspectivally-
congruent antecedent selected 99.4% of the time
(99% subject antecedent selection in fell sentences,
and 99.7% object antecedent selection in ask sen-
tences). The ask case result again demonstrates the
apparent dominance of pragmatic reasoning over
discourse- and structural-based cues in pronoun
resolution.

4 Discussion

The judgment tasks showed extremely robust ef-
fects of perspectival inference on pronoun interpre-
tation, suggesting that discourse biases are com-
pletely overruled by pragmatic reasoning, con-
sistent with the findings from Jones and Bergen
(2021). However, an alternative explanation that
might be compatible with minimal use of world
knowledge and pragmatic reasoning is that readers
are drawing on stored “constructions” of some kind
(Goldberg, 1995), as illustrated in (4) and (5):

“4)
(&)

However, when we begin extending our consider-
ation of these “perspective” discourses further, it
becomes apparent that changes to other aspects of
the sentences can strongly shift intuitions:

NP; told NP [that] ... PRONOUN; ...
NP asked NP, [if] ... PRONOUN, ...

(6) a. Jane, who noticed it was 12:30 PM, was
walking with her good friend Hana.
b. Jane, who is unfamiliar with Japanese cur-
rency, was talking to her tour guide, Hana.
c. Jane asked Hana if she had enough cash
to buy a sandwich.
(7) a. Susan asked Molly if she likes pie.
b. Little Sue asked her mom if she likes pie.
(8) Max told Gerald that he had lint on the

back of his coat.

Our preliminary work shows that when readers are
shown either (6a) or (6b) and then prompted for
judgments about whom the pronoun she refers to
in (6¢), readers shift from choosing the subject an-
tecedent 12.5% of the time in (6a) to 100% of the
time in (6b), suggesting the context provided in (6b)
overrides typical ask selections by encouraging
a different understanding of which character pos-
sesses the relevant knowledge (epistemic author-
ity) for the question under discussion. Similarly,
although (7a-b) share the same structure and predi-
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cates, the understood antecedents clearly shift. The
pronoun in sentence (7a) should again follow the
pattern we found with our ask materials, however,
(7b) suggests that Little Sue, who is presumably a
child, can be asking her mom whether she herself
likes to eat pie. Finally, (8) seems to demonstrate
the opposite pattern of our fe/l materials, where the
pronoun intuitively corefers with Gerald, the object
antecedent of the sentence, as this character would
be most likely to possess the knowledge in question.
Given these examples, which all reflect intelligent
perspective reasoning, it is unlikely that reliance
on some abstract form of verb-specific frames un-
derlies the observed patterns in the experiments
reported above.

In summary, the findings highlight the cost of
not including world knowledge and reasoning (cf.
Grice, 1975) into current models of pronoun reso-
lution and also underscore the benefit of expand-
ing the standard stock of test cases when creating
performance benchmarks for automated systems
(Byron, 2003; Webster et al., 2018). We are cur-
rently assessing human judgments for cases like (6)
and (7) to further test the importance of perspective
cues and substantiate the account advanced above
that readers’ selection patterns are a result of intel-
ligent reasoning and world knowledge rather than
a reliance on shallow cues like sentence frames.
We hope our work will inform the design of future
benchmarks and computational models of anaphora
resolution.

Limitations

A limitation of our work is that we only tested a
narrow range of experimenter-constructed materi-
als. Future work should extend this analysis to a
wider range of materials, including similar cases
found in naturalistic corpora.

Further, this work could be extended to
languages beyond English that have different
anaphoric patterns, such as the occurrence of zero
pronouns in Japanese.
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