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Abstract
Guided by grammatical structure, words com-
pose to form sentences, and guided by dis-
course structure, sentences compose to form
dialogues and documents. The compositional
aspect of sentence and discourse units is often
overlooked by machine learning algorithms. A
recent initiative called Quantum Natural Lan-
guage Processing (QNLP) learns word mean-
ings as points in a Hilbert space and acts on
them via a translation of grammatical structure
into Parametrised Quantum Circuits (PQCs).
Previous work extended the QNLP translation
to discourse structure using points in a closure
of Hilbert spaces. In this paper, we evaluate
this translation on a Winograd-style pronoun
resolution task. We train a Variational Quantum
Classifier (VQC) for binary classification and
implement an end-to-end pronoun resolution
system. The simulations executed on IBMQ
software converged with an F1 score of 87.20%.
The model outperformed two out of three clas-
sical coreference resolution systems and neared
state-of-the-art SpanBERT. A mixed quantum-
classical model yet improved these results with
an F1 score increase of around 6%.

1 Introduction

Large language models (LLMs), such as GPT-3
(Brown et al., 2020), have achieved impressive suc-
cess in various NLP tasks and have become in-
creasingly common in everyday life through search
engines, personal assistants, and other applications.
They are trained on vast corpora of text, which
are sourced from books, articles, and websites.
LLMs learn complex connections between words
and phrases by predicting the likelihood of a word
appearing in the context of other words. These
learned probability distributions capture the statis-
tical patterns of word co-occurrences in data; due
to this, LLMs are also known as distributional lan-
guage models.

Despite their successes in advancing language
understanding and generation, LLMs often face

criticism for being black boxes (Buhrmester et al.,
2019). This means that it is challenging to under-
stand how they make their predictions, which can
in turn make them unreliable and difficult to de-
bug. One way to enhance the transparency and
interpretability of these models is to explicitly inte-
grate linguistic structure (Lambek, 1958; Chomsky,
1957) into them.

A notable approach attempting this integration is
the Distributional Compositional Categorical (Dis-
CoCat) model (Coecke et al., 2010; Kartsaklis and
Sadrzadeh, 2013), which pioneered the paradigm of
merging explicit grammatical (or syntactic) struc-
ture with distributional (or statistical) data for en-
coding and computing meanings of sentences. Dis-
CoCat offered tools for a compositional statistical
modelling of sentence-level linguistic phenomena,
such as lexical entailment and ambiguity, by provid-
ing transparent meaning assignments for complex
syntactic structures, e.g. relative and possessive
clauses (Sadrzadeh et al., 2013, 2014), conjunc-
tive and negation operations (Lewis, 2020). Its
underlying theory, however, relied on generalisa-
tions of vectors to higher order tensors, which made
the framework in need of large computational re-
sources and led to limited scalability.

Conversely, tensors are natural components of
quantum systems, and quantum computing re-
sources can efficiently learn them. This idea has
led to the development of Quantum Natural Lan-
guage Processing (QNLP). In QNLP, words are
represented as points within a Hilbert space, gram-
matical structures are represented as Parameterised
Quantum Circuits (PQCs), and the learning of cir-
cuit parameters is achieved through simulations
conducted on accessible quantum computing re-
sources, such as IBMQ quantum computers. QNLP
has so far been applied to a variety of tasks, e.g.
sentence classification (Lorenz et al., 2021), sen-
tence generation (Karamlou et al., 2022), question
answering (Meichanetzidis et al., 2023), sentiment
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analysis (Ruskanda et al., 2022; Stein et al., 2023;
Ganguly et al., 2023), musical composition (Mi-
randa et al., 2021), and language translation (Ab-
baszade et al., 2023). Moreover, the theoretical
underpinnings of QNLP have been extended to
model discourse structure and have been tested on
a limited toy dataset (Wazni et al., 2022).

In this paper, we expand this dataset by intro-
ducing a few-shot prompting technique and gen-
erate synthetic Winograd-style ambiguous corefer-
ence sentences (Levesque et al., 2012) using GPT-3.
We apply this method to a set of initial sentences
from (Rahman and Ng, 2012) and create a dataset
consisting of 16,400 entries. This dataset have a
larger number of data points, longer and more com-
plex sentences, and a broader range of grammatical
structures when compared to the dataset in (Wazni
et al., 2022), where sentences followed a subject-
verb-object structure.

We train a Variational Quantum Classifier (VQC)
for binary classification and integrate it into an
end-to-end pronoun resolution system. Our sys-
tem’s performance surpasses that of classical coref-
erence resolution systems such as CoreNLP (Man-
ning et al., 2014) and Neural Coreference (Clark
and Manning, 2016a,b), and it achieves results that
are close with the state-of-the-art SpanBERT (Lee
et al., 2018), with an F1 score of 87.20%. Follow-
ing recent practice in quantum machine learning
(QML) (Araujo and da Silva, 2020; Macaluso et al.,
2020), we merge our quantum system with classi-
cal engines to construct a mixed quantum-classical
pronoun resolver. In alignment with results ob-
served in QML across various domains (Grossi
et al., 2022; Batra et al., 2020; Kerenidis and Lu-
ongo, 2020), we find that the classical and quan-
tum results are complementary, thus our mixed
approach yields a significant performance improve-
ment, resulting in an approximate 6% increase in
the F1 score.

2 Background and Related Work

In the DisCoCat framework, the grammatical struc-
ture of a sentence guides the composition of its
word-meanings, leading to the derivation of mean-
ing for the sentence as a whole (Coecke et al.,
2020, 2013). The grammatical structures are mod-
elled by proofs derived using the rules of Joachim
Lambek’s logic of syntax, known as the Lambek
Calculus (Lambek, 1988). These proofs are inter-
preted as processes and modelled by morphisms of

a monoidal category, which comes equipped with
a string diagrammatic graphical notation (Piedeleu
and Zanasi, 2023). Examples of processes that can
be effectively modelled by a monoidal category
include linear maps over finite-dimensional vec-
tor spaces, and this was the initial concept behind
the introduction of DisCoCat. Atomic words like
noun phrases are represented as points within finite-
dimensional vector spaces, while functional words
such as adjectives and verbs are depicted as points
within the tensor products of these vector spaces.
The interconnection of vector and tensor spaces is
facilitated through their grammatical dependencies.
By contracting these dependencies, the framework
allows for the derivation of the overall meaning of
the entire sentence.

In fact, the formulation of vectors and tensors
into a monoidal category goes back to a framework
known as categorical quantum mechanics (CQM),
which reformulated quantum theory in terms of
process theories and used string diagrams to de-
scribe quantum protocols (Abramsky and Coecke,
2008; Coecke and Kissinger, 2017). For a detailed
introduction to quantum computing and CQM, see
(Nielsen and Chuang, 2010; Coecke and Kissinger,
2017; Sutor, 2019). As a result, monoidal cate-
gories and string diagrams became a common base
in which one can use analogical reasoning to re-
late language with quantum theory. For instance,
Hilbert spaces, where quantum states are encoded,
are vector spaces, so quantum states are related to
word-meanings and grammatical reductions corre-
spond to processes such as quantum maps, quantum
effects, and measurements.

2.1 Lambek Calculus and its modal extensions
The formulae of Lambek Calculus (LC) are gener-
ated according to the following BNF:

A,B ::= A ∈ At | A ·B | A\B | A/B

Atomic types A ∈ At are atomic linguistic types,
e.g. noun phrases n and sentences s, multiplication
A · B is their composition, and the slashes A\B
and A/B build complex types, e.g. for words with
function types such as adjectives and verbs.

In (Kanovich et al., 2020), an extension of LC
with two operations !A and ∇A was introduced.
The new logic was named Lambek calculus with
soft sub-exponentials (SLLM). In (McPheat et al.,
2020), the new modal formulae were used to model
the linguistic types found in discourse, e.g. pro-
nouns and other ellipsis markers. The !-modal
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Figure 1: Translation from string diagrams to PQCs using a single-layer IQP ansatz, where each grammatical type
is mapped to a 1-qubit space.

types were used for copying referents up to a bound
k, and the ∇-modal types moved them to the loca-
tions of their markers, where they were referred to.
The authors showed how the logic could model and
reason about definite pronoun discourse ambigui-
ties, such as the Winograd schema examples, and
sloppy vs strict readings of elliptic sentences.

In (Coecke et al., 2013), the following vector
space semantics was proposed for LC:

[[A]] = V ∈ FdV ect, [[A ·B]] = [[A]]⊗ [[B]]

[[A\B]] = [[B/A]] = [[A]]∗ ⊗ [[B]]

In this semantics, atomic linguistic types are inter-
preted as finite-dimensional vector spaces and their
multiplication as the tensor product of spaces; the
slash types are interpreted as the set of all linear
maps between their two spaces, via the dual vector
space denoted by (−)∗. Words are interpreted as
elements of the vector spaces associated to their
types. This semantics was extended to SLLM in
(McPheat et al., 2020), by interpreting the copiable
linguistic categories as k-truncated Fock spaces,
defined as follows:

[[!kA]] =
k⊕

i=0

[[A]]⊗i = k ⊕ [[A]]⊕ ([[A]]⊗ [[A]]) · · ·

· · · ⊕ ([[A]]⊗ [[A]]⊗ [[A]])⊕ · · · ⊕ [[A]]⊗k

A Fock space closes its base vector A under
an infinite number of tensor products, and a k-
truncated version of it only looks at the first k ten-
sors. Access to any copies of a linguistic category
(less than the bound k) is facilitated by projecting
to that layer. Movable categories take advantage of
the commutativity of the tensor product between
finite-dimensional vector spaces. The direct sum
operation ⊕ cannot be directly represented using
the quantum gates available in QNLP, which cor-
responds to the gates provided by IBMQ. We thus
translate it into a PQC after projecting it to the
desired layer.

A summary of the translation between our Fock
space semantics and PQC is provided in Figure 1.
Due to space restrictions, we present the translation

for the case where only a single qubit is allocated to
each atomic linguistic type. In theory, the transla-
tion is easily extendible to larger numbers of qubits,
but in practice one will face computational limita-
tions. There are two types of diagrams: those on
the left, which represent string diagrams associated
with vector spaces, and the ones on the right, which
depict diagrams used for quantum circuits. On the
string diagrammatic side, a parallelogram box with
one leg depicts words with an un-copied atomic
types. A parallelogram with many legs either de-
picts a words with a copied type or a functional
type. Cupped lines depict the application of a lin-
ear map. The concatenation of two atomic sentence
types has a conjunctive (rather than tensorial) in-
terpretation, and this is modelled by the Frobenius
multiplication between vector spaces. This multi-
plication is diagrammatically denoted by a bullet
symbol (•).

In Figure 2, an example of a string diagram,
where “books” and “learning” are depicted with-
out being copied, which is indicated by their paral-
lelograms having one leg each. “The students” is
copied and has a parallelogram with two legs. The
pronoun “They” is shown with one input and one
output, giving it two legs. The verbs “were” and

“read” are represented with two inputs and one out-
put, resulting in three legs each. Cupped lines in
the diagram illustrate the application of verbs to
their subjects and objects, while a bullet symbol
(•) is used to connect “The students read the books”
with “They were learning”.

On the circuit side, a triangle labeled with 0 rep-
resents a qubit state in the zero computational basis.
A box labeled with H signifies a Hadamard gate.
A CNOT gate is denoted by a dot connected hor-
izontally to ⊕. A controlled-Z-rotation gate with
angle α, depicted as a box labeled with Rα(θi), is
connected horizontally to a control qubit, where α
can be x, y, or z, and θ ranges from 0 to 2π. An
upside-down triangle labeled with 0 signifies a mea-
surement in the computational basis, post-selected
to be zero.
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3 Methodology

We build upon the steps in (Lorenz et al., 2021) to
represent an entire discourse as a PQC.

Parsing and Diagram Generation: The first
step involves parsing a discourse into a proof in
SLLM. We do this via a translation to Combina-
tory Categorial Grammar (CCG)1, which enables
the use of the state-of-the-art parser (Clark, 2021;
Yeung and Kartsaklis, 2021). The parse trees are
then transformed to string diagrams through Dis-
CoPy (de Felice et al., 2021).

Diagram Optimisation: The number of qubits
available on contemporary quantum computers is
restricted. For instance, IBM’s largest supercon-
ducting quantum computer, as of now, has a max-
imum of 433 qubits2. Publicly accessible devices
typically offer fewer qubits, often less than 10. Con-
sequently, in the second step, the string diagrams
are optimised to minimise the number of qubits
associated to them after the translation. QNLP
diagrams are composed of a layer of tensors, fol-
lowed by a layer of applications between the ten-
sors. One approach to reduce the number of qubits
is elimination of cups through the transformation
of states into effects. Another approaches aims for
stretching and reordering them. Lambeq (Kartsak-
lis et al., 2021a) supports additional rewriting rules.
An example of an optimised diagram is provided
in Figure 2.

Quantum Circuit Transformation: In the last
step, the optimised string diagrams are transformed
into quantum circuits. This conversion relies on
a parameterisation scheme, known as an ansatz.
An ansatz serves as a mapping that determines
the quantity of qubits linked with each wire in the
string diagram, along with a distinct variational
quantum circuit associated with each word. In this
study, we choose the popular Instantaneous Quan-
tum Polynomial (IQP) ansatz, developped in (Shep-
herd and Bremner, 2009; Havlíček et al., 2019).
The resulting quantum circuits are ready for execu-
tion on either a quantum computer or a simulator.
The details of training these circuits can be found in
Section 4.3. Figure 3 illustrates the circuit derived
from the diagram presented in Figure 2.

1A grammar formalism inspired by combinatory logic and
developed in (Steedman, 2001)

2https://www.ibm.com/quantum/roadmap
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Figure 2: An optimized SLLM diagram for a pair of
sentences “The students read the books. They were
learning.” To enhance clarity, we treat the determiner-
noun phrases “The students” and “The books” as single
units, as determiners are eventually discarded in the
rewriting process.

4 Classification Task

Pronoun resolution is a computational linguistic
process that involves identifying the antecedent of
a pronoun within a text. In our experiment, we
consider pronoun resolution as a supervised binary
classification task. Given a sentence containing a
pronoun, the goal is to determine whether a po-
tential antecedent (such as a noun or noun phrase)
in the preceding sentence is the correct referent
for the pronoun or not. This task requires train-
ing a variational quantum classifier with labeled
data, where each pronoun-noun pair is classified
as non-coreferent or coreferent. The code and data
used in this paper are available at the following
link: https://github.com/hwazni/Qcoref

4.1 Dataset

The process of training PQCs involves optimising
multiple parameters associated with each word in
a given dataset, with the objective of minimising
the loss value on the training set. When it comes
to predicting the output for a test sample, a PQC
is constructed based on the input sentence. Each
word in the sentence is associated with a specific
set of parameters learned during the training pro-
cess. A significant challenge arises when an out-of-
vocabulary word is encountered during inference,
which includes testing or using the model for pre-
dictions. These words lack a predefined parameter
assignment. To address this issue, there are sev-
eral approaches, including random initialisation,
replacement with a special token like “UNK” for

https://github.com/hwazni/Qcoref
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Figure 3: A PQC using the IQP ansatz, transformed
from the string diagram presented in Figure 2. The
parameters {θs01}, {θr01, θr12}, and {θb1, θb2, θb3} are
associated with the terms the students, read, and the
books respectively, while {θt01}, {θw01, θw12} and
{−θl3,−θl2,−θl1} are associated with They, were, and
learning respectively.

unknown words, or establishing an overlap between
the test and training vocabularies. In our case, we
fix a set of words with grammatical relations be-
tween them, then use these and prompt the GPT-3
model to generate pairs of sentences that exhibit a
substantial overlap in vocabulary.

In the initial step, we selected entries from the
definite pronoun resolution dataset introduced in
(Rahman and Ng, 2012), an extension of the Wino-
grad Schema Challenge dataset (Levesque et al.,
2012). We excluded sentences containing proper
nouns and negation, and gave preference to shorter
sentences. This process resulted in a total of 10 en-
tries. Each entry was a pair of sentences. The first
sentence, exemplified by E1 : The students read
the books, contains two referent nouns, namely, the
students and the books. In the second sentence,
an ambiguous pronoun is introduced, referring to
one of the referents in E1. For instance, it could
be either E2 : They were learning or They were
interesting. Notably, the pronoun aligns with gen-
der, number, and semantic class concerning each
of the candidate referents mentioned in the first
sentence. For each initially selected pair (E1, E2),
we created an additional set of pairs (S1, S2) in-
corporating a more diverse range of grammatical
structures. In these template pairs, S1 retained the
same referents as E1, and S2 maintained the same
co-reference relation with E1. Below is the list of
template pairs for the student-book example.

1. The students (verb, phrasal verb, verb phrase)
the books. They were (adjective, gerund
phrase).

2. The (adjective) students (verb, phrasal verb,
verb phrase) the books. They were (adjective,
gerund phrase).

3. The students (verb, phrasal verb, verb phrase)
the (adjective) books. They were (adjective,
gerund phrase).

4. The (adjective) students (verb, phrasal verb,
verb phrase) the (adjective) books. They were
(adjective, gerund phrase).

The templates replace the verb “read” by another
verb, phrasal verb or a verb phrase. Similarly,
the adjectives “learning” and “interesting” can
be replaced by another adjective or gerund phrase.
Sample templates for different examples are listed
in section 5.4.

Next, we utilize the prompt provided in the box
below in GPT-3 along with template pairs. This
technique referred as few-shot prompting, where
we provide examples in the prompt to steer the
model to better performance (Brown et al., 2020;
Kaplan et al., 2020; Touvron et al., 2023). Note
that the red tokens are modified for each example.

Provide alternative sentences by replacing the
words or phrases inside the brackets for each
statement. Utilize different verbs, phrasal verbs,
verb phrases, adjectives, or gerund phrases to
create new sentences based on the given struc-
ture. Ensure that the pronoun ‘they’ in the sec-
ond sentence refers to ‘students’ / Ensure that
the pronoun ‘they’ in the second sentence refers
to ‘books’

From the GPT-generated output, we eliminated
incorrect referent sentences and duplicate exam-
ples, retaining only well-formed sentences that pos-
sess meaningful content. We carefully handpicked
between 300 to 400 examples for each entry, en-
suring a balanced distribution of pronoun refer-
ences. Then we used the generated linguistic ele-
ments, including verbs, phrasal verbs, adjectives,
adverbs, nouns, compound nouns, verb phrases,
adverbial phrases, gerund phrases, and preposi-
tional phrases, with 8 distinct structural patterns
to generate over 8 million diverse combinations.
We randomly choose 1800 pairs for each exam-
ple, with one example with 200 pairs. This ended
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Figure 4: An optimised SLLM diagram where the pronoun refers to the object: “The students read the books. They
were interesting.” The diagram along with its transformation into a PQC.

Sentence Pair (S1, S2) Pronoun Noun Label
The students researched the books.
They were seeking new insights. They students 1
The massive storm cancelled the flight.
It was full of passengers. It storm 0
The precise sniper eliminated the ruthless terrorist.
He was a vicious dealer. He terrorist 1
The exhausted sailors threw themselves off the boats.
They were in poor condition. They sailors 0

Table 1: Dataset entries: each sentence pair is labeled with a “0” signifying that the pronoun do not refer to the
candidate noun. Conversely, a “1” label indicates that the pronoun and the noun are co-referential.

up with 16,400 (0.2%) examples, comprising ap-
proximately 200,000 words, with 1,214 unique vo-
cabulary. Through this approach, we achieved the
generation of coherent sentences that uphold gram-
matical correctness and preserve semantic consis-
tency, as a result a high quality was ensured for
the dataset. The dataset was subsequently split
into three subsets: 10,496 pairs (∼60%) for train-
ing, 2,624 pairs (∼20%) for validation, and 3,280
pairs (∼20%) for testing. The training and testing
datasets share a common vocabulary of 95%, while
none of the sentence pairs in the testing set appears
in the training or validation sets. Some examples
of the dataset are provided in Table 1.

4.2 Simulating the quantum circuits

Computation using currently available quantum
computers, which are called NISQ for Noisy
Intermediate-Scale Quantum, is slow, noisy and
limited. They lack the practicality needed for ex-
tensive training and comprehensive comparative
analyses (Preskill, 2018). For this reason, and es-
pecially at the early stages of modelling, proofs-
of-concept are obtained by running simulations. A
simple way to simulate a quantum computation is

to use linear algebra; since quantum gates corre-
spond to complex-valued tensors, each circuit can
be represented as a tensor network where compu-
tation takes place as a result of a series of tensor
contractions. The output of these contractions is the
ideal probability distribution of the measurement
outcomes on a noise-free quantum computer, i.e.
an idealistic approximation of the sampled prob-
ability distribution obtained from a NISQ device.
We conduct our experiments using noiseless non-
shot-based simulations utilizing the NumPyModel
of Lambeq (Kartsaklis et al., 2021b) with a JAX
backend (Frostig et al., 2018).

4.3 Training

We implement a hybrid classical-quantum training
approach in which the quantum computer is respon-
sible for computing the meaning of the sentence by
connecting the quantum states in a quantum circuit
and the classical computer is used to calculate the
training’s loss function. During each iteration, a
new set of quantum states is generated, driven by
the loss function’s outcome from the preceding it-
eration. This iterative procedure ensures that the
quantum states are continually refined to enhance
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the model’s performance and accuracy.
Specifically, the sentence pair (S1, S2) within

each dataset entry are combined to create a single
output quantum state. These resultant states are the
inputs to our binary classifier. In principle, they can
be any quantum map that take two sentences as in-
put and produce a sentence as the output (recall the
whole circuit is represented by an open sentence
wire). A CNOT gate is used to combine the two
sentences, as it encodes a commutative Frobenius
multiplication (•) and acts similar to a logical con-
junction. The resulting quantum circuit is denoted
by S1 •S2 and evaluated for an initial set of param-
eters Θ = (θ1, θ2, ..., θk) on a quantum computer
giving an output state |S1 • S2 (Θ)⟩. The expected
prediction is given by the Born rule, i.e. as follows:

liΘ(S1 • S2) := |⟨i|S1 • S2(Θ)⟩|2 + ϵ

where, i ∈ {0, 1}, ϵ is a smoothing term with the
value 10−9, and lΘ(S1 • S2) is the following prob-
ability distribution:

lΘ(S1 • S2) :=
(l0Θ(S1 • S2), l

1
Θ(S1 • S2))∑

i l
i
Θ(S1 • S2)

The predicted label is obtained by rounding
the probability distribution to the nearest integer
⌊lΘ(S1 •S2)⌉ and represented as one-hot encoding.
This means if ⌊lΘ(S1 • S2)⌉ < 0.5, the predicted
label [0, 1] corresponds to non-coreferent mentions,
and if ⌊lΘ(S1 • S2)⌉ ≥ 0.5, the predicted label
[1, 0] corresponds to coreferent mentions.

To find the optimal parameters for our model,
the predicted label is compared with the training
label using a binary cross-entropy loss function and
minimised using a non-gradient-based optimisation
algorithm known as SPSA (Simultaneous Perturba-
tion Stochastic Approximation) (Spall, 1998).

For the hyper-parameters, we set the initial learn-
ing rate a to 0.1, the initial parameter-shift scaling
c to 0.06, and the stability constant A to 20. We run
for 2000 epochs of SPSA during which we evalu-
ate the training loss and accuracy. This process is
repeated 15 times with random seed values. This is
essential since the gradient computed by the SPSA
procedure is an approximation and the performance
in QML is known to be very sensitive to the initial
parameter assignment (Holmes et al., 2022; Grant
et al., 2019; McClean et al., 2018).

5 Results and Discussion

5.1 Quantum Approaches: SLLM vs
Bag-of-Words

The graphs in Figure 5 illustrate how the models
converged smoothly. Across different runs, a com-
mon trend emerges—training loss decreases and
training accuracy increases steadily. Initially, the
average training loss is 1.144, which drops to 0.483
after 2000 iterations. Minimum and maximum val-
ues range from 0.369 to 0.571 for different runs.
Similarly, the average training accuracy starts at
0.514 and ends at 0.752 after 2000 iterations. The
highest recorded accuracy is 0.827, and the lowest
is 0.682 amongst all the runs. The testing accu-
racy rates vary between 0.628 and 0.782, averaging
around 0.70. These results demonstrate that the
model is able to generalise its predictions beyond
training, with well-balanced performance levels.

To understand whether the promising perfor-
mance of the SLLM classifier is due to the struc-
tural symbolic type-driven representations or the
use of PQCs, we conducted a comparative anal-
ysis with quantum circuits generated from a sim-
ple bag-of-words diagram (see section 5.4). In
this approach, each word is represented with a
single qubit, regardless of its grammatical type
(e.g., noun, adjective, or verb). Consequently, this
model disregards sentence structure and connects
all qubits using CNOT gates (the simplest counter-
parts to addition in quantum circuits). We trained
the model under identical hyper-parameters and
the same number of training runs. However, its
performance fell short, yielding an average testing
accuracy of 0.557.

5.2 Classical Approaches: SVM, CoreNLP,
Neural Coreference, SpanBERT

We implemented a Support Vector Machine (SVM)
for a binary classification task and evaluated its
performance in comparison to our VQC. The in-
puts to the SVM were pre-trained Sentence-BERT
embeddings (Reimers and Gurevych, 2019), one
per each dataset entry. We also experimented with
a compositional model, by adding SBERT word
embeddings of each entry, as shown below:

SVM Full : −→E
SVM Add : (−→w1+−→w2+−→w3...)+(−→w1+−→w4+−→w5...)

In the above, E is an entry such as: “The students
researched the books. The students were seeking
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Figure 5: Performance of 15 different runs of a classical simulation of the training set showing the average training
loss (blue) and the average training accuracy (red).

new insights." labeled as 1 or “The massive storm
cancelled the flight. The storm was full of passen-
gers." labeled as 0. In SVM Add, −→w1 is a candidate
referent, e.g. students or storm, and −→w2, −→w3, −→w4,
−→w5 are all the other words.

The objective here was to assess the discourse
relation within each entry. We achieved this objec-
tive by replacing the pronoun with either the cor-
rect or the incorrect referent, thereby evaluating the
the discourse relation between them. The training
process involved optimising two hyper-parameters:
the regularisation parameter c and the choice of
kernel type, which could be either linear or a radial
basis function (RBF). We leveraged a grid search
technique with a 10 fold cross-validation scheme
to identify the most suitable combination of hyper-
parameters. The resulting SVM model with the
best-tuned hyper-parameters was used for evalua-
tion on the testing dataset. The results in Table 2
show that SVM Add achieved a lower F1 score of
0.821 in comparison to SVM Full, which achieved
a solid F1 score of 0.914.

Model F1 Score
SVM Full 0.914
SVM Add 0.821

Table 2: Evaluation performance of classical composi-
tional and non-compositional SVM models

Additionally, we evaluated CoreNLP (Manning
et al., 2014), Neural Coreference (Clark and Man-
ning, 2016a) (Clark and Manning, 2016b), and
SpanBERT (Lee et al., 2018). CoreNLP combines
rule-based techniques with statistical models to re-
solve coreference; Neural Coreference employs
deep learning to capture patterns and dependencies
in text, and SpanBERT is a specialised version of
BERT (Devlin et al., 2019) fine-tuned for coref-

erence resolution. We ran the pre-trained models
using Stanza3, HuggingFace4, and AllenNLP5 li-
braries respectively. The outcomes are presented
in Table 3.

Model F1 Score
CoreNLP 0.563
Neural Coreference 0.585
SpanBERT 0.927
QuantumCoref 0.872

Table 3: Evaluation performance of classical neural
models

The performance levels amongst these systems
were diverse. CoreNLP achieved the lowest F1
score of 0.563, while SpanBERT demonstrated
the highest score of 0.927. Neural Coreference
achieved a moderate score of 0.585, trailing behind
SpanBERT but outperforming CoreNLP.

To facilitate the use of our approach, we im-
plemented an end-to-end system named Quan-
tumCoref that consists of two sub-modules: (a)
a mentions-detection module that uses SpaCy’s6

part-of-speech parser to identify a set of potential
coreference mentions, and (b) our highest-accurate
trained SLLM classifier, which computes corefer-
ence scores for each pair of potential mentions. It
achieved an F1 score of 0.872 near SpanBERT.

5.3 Mixed Quantum + Classical Models
To maximize the strengths of quantum and classical
systems, we combine their predictions in the fol-
lowing manner: when a classical system predicts
an incorrect referent, we opt for the prediction of

3https://corenlp.run/
4https://huggingface.co/coref/
5https://demo.allennlp.org/coreference-resolution/
6https://spacy.io/usage/linguistic-features
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Model F1 Score
CoreNLP + QuantumCoref 0.930
Neural Coreference + QuantumCoref 0.946
SpanBERT+ QuantumCoref 0.986
SVM Full + QuantumCoref 0.959
SVM Add + QuantumCoref 0.910

Table 4: Evaluation performance of mixed quantum + classical models

QuantumCoref. Similarly, when a classical model
fails to identify a referent, resulting in an empty
cluster, we rely on QuantumCoref for classifica-
tion. As an example, consider the discourse “The
students learned from the books. They were filled
with knowledge.” In this scenario, while Span-
BERT detected that the pronoun “they” refers to

“students”, QuantumCoref correctly identified the
coreference relationship as “they-books”. As a re-
sult, this mixed quantum-classical approach recog-
nised “they” and “books” as co-referent entities.
By combining the two approaches, we were able
to extract the best outcomes from each model, thus
enhancing the overall performance. CoreNLP im-
proved from 0.563 to 0.930, Neural Coreference
from 0.585 to 0.946, and SpanBERT from 0.927
to 0.986. The SVM models reacted in a similar
fashion: the performance of SVM Add increased
from 0.821 to 0.910 and that of SVM Full from
0.914 to 0.959.

5.4 Discussion

In a more detailed analysis, among the incorrect
predictions, SpanBERT identified pronouns refer-
ring to the first noun in 95% of the cases and to
the second noun in 5% of the cases. This high-
lights how SpanBERT struggles in identifying the
correct referent, particularly when it’s positioned
towards the end of the sentence, leading to a higher
preference for selecting the first noun.

In situations characterised by linguistic ambigui-
ties, SpanBERT struggles in recognising referential
connections. Notably, in instances where multiple
plausible nouns could serve as antecedents for pro-
nouns, SpanBERT returns an empty cluster. For in-
stance, in “The productive bee flew over the flower.
It was magnificent.” the complexity arises from the
fact that both “productive bee” and “flower” are
reasonable candidates for the antecedent. Similarly,
in “The sailors jumped from the boats. They were
having technical problems.”, the ambiguity arises
from the potential referents for the pronoun “They”

which could be either the “sailors” or the “boats”.
In contrast, QuantumCoref relies on sentence struc-
ture and the connections between entities and their
referents. Impressively, QuantumCoref solves 319
examples where SpanBERT misclassified, show-
casing a success rate of 81.37% and handled 35 ex-
amples where SpanBERT returned empty clusters,
with a success rate of 68.62%. When our dataset
was converted into CoNLL format and SpanBERT
was fine-tuned on it, unsurprisingly, it achieved an
F1 score of 0.998.

We would like to emphasise that these exper-
iments were not specifically aimed at showcas-
ing quantum advantage over classical coreference
resolution systems. Our aim was to demonstrate
the capabilities of our quantum-based approach,
which also offers transparency. Furthermore, Span-
BERT, with its exceptional coreference resolution
capabilities, requires high computational resources.
The fine-tuned SpanBERT model comprises a total
of 366 million parameters, which is substantially
larger compared to QuantumCoref, with a total of
2693 parameters. This highlights the efficiency of
the quantum-based approach. There is potential for
further improvements, especially when a greater
number of qubits are used in modelling. Our set-
ting can resolve general coreference relations in the
same way as anaphoric ones. When multiple ex-
pressions co-refer, the main entity becomes a Fock
space and the rest are pronoun types. We leave
experimentation in this direction to future work.

Limitations

We classify the limitations into the following items:

• Syntax. It would be tempting to call SLLM,
the logic of discourse. It, however, does not
have a connective for conjoining sentences.
In this paper, we resolved the problem in the
semantics, by using the Frobenius multiplica-
tion for conjoining sentences. A better logic
for discourse should include this connective
in its syntax.
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• Semantics. The vector space semantics of
SLLM over unifies the types, e.g. its copi-
able and functional types are assigned the
same vector space semantics, e.g. two copies
of a noun phrase and an adjective both have
the same [[N ⊗N ]] semantics.

• Automated Parsing. SLLM does not have
an automatic parser and at the moment its
use implies manual type annotations to words.
LC has an automatic parser that can be ex-
tended to the new types introduced in SLLM.
An automatic learning procedure for types,
however, requires a corpus annotated with
SLLM types. At this stage, we foresee any
co-reference annotated corpus can easily be
transferred to an SLLM annotated one.

• Quantum Computation. We relied on simu-
lations for training circuit parameters instead
of using real quantum computers. Currently,
we are experimenting with a shot-based simu-
lation with an incorporated noise model. This
approach takes into consideration critical fac-
tors such as quantum gate errors, decoherence,
and shot noise, all of which affect practical
quantum computing. It can be ported for exe-
cution on a quantum computer.

• Different Types of Anaphora. In this pa-
per, we focused on definite pronoun resolution
and identity anaphora. Non-definite and non-
identity anaphora cases, such as bridging and
event anaphora, pose challenges and require
further theoretical work.

• OntoNotes. Our original goal was to run the
model on OntoNotes. This turned out to be
impossible due to two main reasons. One
was that we needed a large overlap between
the vocabularies used in training and testing.
Secondly, the entries of OntoNotes consist of
long complex sentences, which would lead
to large quantum circuits. These could not
even be efficiently simulated with the current
technology.
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Appendix
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Figure 6: A Bag-of-Words diagram representing the discourse: “The students read the books. They were learninig.”
The diagram along with its transformation into a PQC.

• Template Example 1:

– The sailors {verb, phrasal verb, verb phrase} the boats. They were {adjective, gerund phrase}
– The {adjective} sailors {verb, phrasal verb, verb phrase} the boats. They were {adjective,

gerund phrase}
– The sailors {verb, phrasal verb, verb phrase} the {adjective} boats. They were {adjective,

gerund phrase}
– The {adjective} sailors {verb, phrasal verb, verb phrase} the {adjective} boats. They were

{adjective, gerund phrase}

• Template Example 2:

– The storm {verb, verb phrase} the flight. It was {gerund phrase}
– The {adjective} storm {verb, verb phrase} the flight. It was {gerund phrase}
– The storm {verb, verb phrase} the {adjective} flight. It was {gerund phrase}
– The {adjective} storm {verb, verb phrase} the {adjective} flight. It was {gerund phrase}

• 8 distinct structural patterns for Template Example 2:

– The storm {verb, verb phrase} the flight. It was {gerund phrase (storm)}.
– The storm {verb, verb phrase} the flight. It was {gerund phrase (flight)}.
– The {adjective (storm)} storm {verb, verb phrase} the flight. It was {gerund phrase (storm)}.
– The {adjective (storm)} storm {verb, verb phrase} the flight. It was {gerund phrase (flight)}.
– The storm {verb, verb phrase} the {adjective (flight)} flight. It was {gerund phrase (flight)}.
– The storm {verb, verb phrase} the {adjective (flight)} flight. It was {gerund phrase (storm)}.
– The {adjective (storm)} storm {verb, verb phrase} the {adjective (flight)} flight. It was {gerund

phrase (storm)}.
– The {adjective (storm)} storm {verb, verb phrase} the {adjective (flight)} flight. It was {gerund

phrase (flight)}.


