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Abstract
Parliamentary debates play a key role for
the democratic process and for law-making.
Scholarly interest in this material benefits
greatly from the emergence of new datasets
and corpora of parliamentary protocols. Here
we combine the presentation of a second, ex-
tended version of GermaParl with an evalua-
tion of the data quality of this corpus of ple-
nary protocols in the German Bundestag. For
this purpose, about 1 per cent of all protocols
have been annotated manually to create a gold
standard against which the structurally anno-
tated corpus is compared. Results indicate that
GermaParl can be considered a trustworthy re-
source for a broad set of research questions.

1 Introduction

The increasing availability of large collections of
text enables researchers to address new substan-
tive research questions and paves the way for a
multitude of new methodological approaches (Hur-
tado Bodell et al., 2022, p. 1). Whether qualitative
discourse analysis or computationally elaborate
text-as-data approaches, corpora are the founda-
tion for many new research avenues. In particular,
research on legislative debates (Fernandes et al.,
2021) benefits from the emergence of corpora of
parliamentary proceedings (Sebők et al., 2021).

It has become common sense that the pure ex-
istence of new (parliamentary) data is not enough.
Availability and reusability matters, and the FAIR
principles (Wilkinson et al., 2016) are becoming
a cornerstone of data-driven research. But as re-
search moves beyond experimental explorations of
new methods, concerns about data quality receive
increasing attention: Sound data quality is a pre-
condition for trustworthy research and valid find-
ings. While this is not at all unique for new, large
datasets, the volume of the data, their often com-
plex structure and intricate processing pipelines
make quality control particularly important for big
data.

Relevant key concerns for data quality depend
on the type of data. Analyzing Twitter tweets re-
quires awareness for and scrutiny of the technical
sampling issues faced. For large corpora of news-
paper articles, the presence of (near) duplicates can
heavily distort results and needs to be controlled.
For parliamentary data, turning raw material into
semi-structured data formats (such as XML) in an
automated process without a realistic possibility
to hand-check output manually throughout entails
many potential sources of errors. This is increas-
ingly debated and there is an emerging concern
with the quality of resources used for conducting
large-scale data-driven research.

The emerging literature on data quality in big
data settings emphasizes the need for rigorous
quality control. The “Total Error Framework”
(RatSWD, 2023, pp. 9–10) and the “Framework
for Total Corpus Quality” (Hurtado Bodell et al.,
2022) are important contributions to the evolving
practice of evaluating data quality. They build on
the “Total Survey Error Framework” established
in survey methodology (Hurtado Bodell et al.,
2022; RatSWD, 2023). These frameworks have
an integrative view for the quality of the data. The
“Framework for Total Corpus Quality” includes
a concern for the transparency of its preparation
and its usability to assess the way they facilitate
fruitful research. As Hurtado Bodell et al. (2022,
p. 12) put it:

“We suggest that it is now time to turn to a
systematic analysis of the role of data quality in
scientific inference from textual data. It is time to
open the door into the messy data kitchen”.

We here apply these considerations to a cor-
pus we prepared and released earlier this year.1

1An evaluation of a resource conducted by its authors is not
independent and can be perceived to have limited value due
to the obviously lacking critical distance. However, we think
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GermaParl v2.0.0, released in May 2023, is a com-
prehensive update of GermaParl, as an established
corpus of parliamentary protocols described in
Blätte and Blessing (2018). As data quality has
always been a key concern of the curation project,
previous presentations of GermaParl had a focus on
the data preparation workflow, which is designed
to facilitate continuous improvements of the data
(Blätte et al., 2022). Going beyond our earlier
work with its procedural focus, this contribution
addresses the question which level of substantive
data quality has been achieved.

Our analysis is also inspired by the work of Paul
Ramisch who recently addressed the issue of data
quality from the perspective of historical source
criticism (2023). In his work, he evaluated the
quality of another corpus of debates of the Bun-
destag using a gold standard approach. While his
approach – by explicitly taking into account the rep-
resentation of the contents of speeches – is more
comprehensive than the one we will employ, it in-
spired us to evaluate the quality of our corpus by
comparing the processed data with a sample of the
raw data. We thus feel intellectually indebted to
the work presented by Ramisch (2023).

We proceed as follows: After a brief overview of
the GermaParl corpus and its preparation process,
the framework used to estimate data quality is intro-
duced. Based on an explanation how a benchmark
dataset has been prepared, the actual assessment of
the data quality of the corpus is presented. The con-
tribution concludes with a discussion of the results
and an outlook.

2 The GermaParl corpus of
parliamentary debates

2.1 Data Formats and Preparation
The GermaParl corpus includes all proceedings of
the German Bundestag from 1949 to 2021 and is
published in two different formats:

• TEI/XML: A structurally annotated
TEI/XML format. Text is segmented into in-
dividual utterances. This version is available
on GitHub.2

that we offer insights into the specific challenges of curating
a corpus of GermaParl’s characteristics. By making the eval-
uation exercise fully transparent, we generate opportunities
for third-party checks and a safeguard against manipulation.
That being said, we would welcome future independent work
comparing different corpora and using different approaches
like the one suggested by Ramisch (2023).

2https://github.com/PolMine/GermaParlTEI.

• CWB: An indexed version of the corpus, im-
ported into the Corpus Workbench (CWB)
(Evert and Hardie, 2011). It is structurally
and linguistically annotated and available via
Zenodo.3

An outline of preparation procedures is impor-
tant to convey where potential errors in the data
might be introduced. In a nutshell, the data prepa-
ration process starts with downloading the raw data
from the website and online archives of the Bun-
destag. It is processed in a pipeline that includes
cleaning, preprocessing, the structural annotation
of the text as well as the enrichment of the data
with additional information. For the CWB version
of the corpus, the text is linguistically annotated.
Finally, the data is imported into the CWB.

Three aspects of the data preparation are particu-
larly important:

Preprocessing: The raw data is retrieved from
the websites of the German Bundestag using dif-
ferent file formats (TXT, PDF and XML). All file
formats already include digitized text one way or
the other. Concerning PDF, we did not have to
perform any form of Optical Character Recogni-
tion, as the Bundestag has already done that. When
the raw protocols were available in more than one
file format, data quality was the key consideration
to opt for a file format. Each file format required
some adjustments to the processing pipeline.

Speaker Annotation: GermaParl is structurally
annotated, making it possible to variably create
corpus subsets. Most importantly, it is possible to
zoom in on individual speeches. The beginning
of speeches is detected by matching specifically
marked up lines in the protocols using a set of reg-
ular expressions. This may result in false positives
and negatives. To omit false positives, a list of
manually identified mismatches is used rather than
refining the regular expressions until they cover all
specific cases, making the expression incomprehen-
sibly and error-prone.

Enrichment: To add information to identified
speakers which is not part of the initial protocols –
such as a speaker’s party affiliation or the speaker’s
full name in some legislative periods – external data
sources are used. Predominantly, additional infor-
mation can be added using deterministic matching

3https://zenodo.org/record/7949074.
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of shared attributes between the protocol and ex-
ternal data. But plenary protocols include errors
and inconsistencies, so fuzzy matching is used to
consolidate the name of a speaker. Most exter-
nal information is retrieved from Wikipedia or the
Stammdaten file of the German Bundestag.4 If a
speaker could not be identified on Wikipedia, alter-
native resources such as the Munzinger encyclope-
dia5 are used selectively. To increase the usability
of GermaParl, metadata at the speaker level has
been harmonized. Most importantly, variations of
parties and parliamentary groups are consolidated.

As elaborated on in Blätte et al. (2022), the work-
flow includes manual steps, yet it is fully automated
and reproducible by design (see Blätte and Leon-
hardt (2023) for a full description). This is the pre-
requisite for an efficient and sustainable evolution
of the resource, including successive improvements
of data quality.

2.2 Data Report

GermaParl v2.0.0 comprises 273 million tokens,
covering 72 years of parliamentary debates in 4341
individual protocols.6 It provides a number of dif-
ferent annotation levels which are comprehensively
documented in the online documentation of the
resource (Blätte and Leonhardt, 2023).

The structural annotation of GermaParl covers
metadata at the protocol and the speaker level. One
important purpose of these attributes is to create
subcorpora for synchronic and diachronic analy-
ses according to relevant criteria. Table 1 pro-
vides an overview of the key structural attributes of
GermaParl.7

The corpus is linguistically annotated. Aside
from tokenization and sentence segmentation, Part-
of-Speech tags (Universal Dependencies Tag Set
provided by Stanford CoreNLP (Manning et al.,
2014) and the Stuttgart-Tübingen Tag Set provided
by TreeTagger (Schmid, 1994)) and lemmata (pro-
vided by TreeTagger (Schmid, 1994)) are added at

4The Stammdaten file can be retrieved from
the open data website of the German Bundestag
(https://www.bundestag.de/services/opendata). It con-
tains comprehensive information on all members of
parliament.

5https://www.munzinger.de/
6GermaParl is an evolving resource; future updates will

extend its temporal coverage, and fix errors in the data either
found by ourselves or reported by users.

7This overview describes the CWB version of the corpus.
While the structural attributes are essentially identical in the
TEI/XML version of the corpus, linguistic annotation was
performed only for the CWB version.

the token level. While named entities, added by
Stanford CoreNLP (Manning et al., 2014), are part
of the linguistic annotation, they are implemented
as structural attributes, reflecting that this annota-
tion layer can span more than one token. The same
applies to the annotation of sentences.

2.3 Getting Started with GermaParl

The XML version of GermaParl serves as a per-
sistent interchange data format. It is relevant for
technically oriented users that are used to process
XML and that have own pipelines and infrastruc-
tures for handling large corpora. Yet given the size
and the structure of the data, many users from the
social sciences and the humanities will find the
XML variant of GermaParl overwhelming. The
CWB version provides this group of users with a
linguistically annotated resource in a data format
suitable for efficient data analysis.

The CWB version of the corpus can be analyzed
with different compatible tools such as the Cor-
pus Workbench itself (Evert and Hardie, 2011) or
the Graphical User Interface CQPweb.8 To access
the CWB using the statistical programming lan-
guage R, we offer the polmineR R package which
is created and maintained by one of the authors
of this contribution (Blätte, 2023). polmineR pro-
vides fast and reliable access to the functionality
of the Corpus Workbench, including the power-
ful CQP query language. Analyzing large corpora
and making use of the rich structural and linguis-
tic annotation layers thus becomes accessible for
scholars comfortable with the R programming lan-
guage. polmineR is interoperable and tested to run
out of the box and fast on (local) Windows, macOS
and Linux machines, even for large corpora such
as GermaParl. To download and install the cor-
pus from Zenodo, the R package cwbtools (Blätte,
2022) provides convenient auxiliary functionality.

On a system with a working installation of R,
the following lines of code suffice to install and run
GermaParl.9

# install cwbtools and polmineR
install.packages("cwbtools") # >= v0.3.8
install.packages("polmineR") # v0.8.8

8https://cwb.sourceforge.io/cqpweb.php.
9This will install the v2.0.0 release version of the cor-

pus. For future updates, the Zenodo landing page (https:
//doi.org/10.5281/zenodo.3735140) will resolve to the
latest version.

https://www.munzinger.de/
https://cwb.sourceforge.io/cqpweb.php
https://doi.org/10.5281/zenodo.3735140
https://doi.org/10.5281/zenodo.3735140
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Structural Attribute Description

protocol_lp Legislative period
protocol_no Session number
protocol_date Date of the protocol
protocol_year Year derived from date
speaker_name Full name of the speaker

speaker_parlgroup Parliamentary group of a speaker, corrected errors when necessary
speaker_party Party affiliation of a speaker, retrieved from Wikipedia or other external

resources
speaker_role Parliamentary role of a speaker, derived from speaker call
p / p_type paragraph / type of paragraph (speech or stage)
ne / ne_type named entity / type of named entity

Table 1: Structural Attributes in the GermaParl Corpus

# install GermaParl2
cwbtools::corpus_install(
doi = "10.5281/zenodo.7949074"

)

# test GermaParl2 installation
polmineR::corpus("GERMAPARL2") |>
size()

3 Measurement of Data Quality -
Method and Design

3.1 Data Quality as truthful textual
representation

GermaParl v2 covers 72 years of parliamentary
history, significantly extending the time covered by
the v1 release of GermaParl which was limited to
1996 to 2016. The question of data quality needs to
be addressed anyway, but given the additional error
sources that enter the game for data that is not born-
digital (scanning quality, OCR errors), historical
data make data quality issues more pressing. If
systematic errors remain unknown, the potential
of data covering several decades of parliamentary
history to uncover long-term trends is significantly
impeded.

In this section, we discuss our understanding of
corpus quality and how it can be measured. The ap-
proach borrows heavily from the “Framework for
Total Corpus Quality” presented by Hurtado Bodell
et al. (2022). The framework is proposed as “a con-
ceptual framework for assessing the quality of tex-
tual data that enables researchers to systematically
diagnose a corpus’ scientific value along three qual-
ity dimensions: total corpus error, corpus compara-

bility, and corpus reproducibility” (Hurtado Bodell
et al., 2022, p. 1). As such, it is part of a family
of established approaches, most importantly the
“Total Survey Error Framework” and related efforts
to extend this framework to the realm of big data
and unstructured data (Hurtado Bodell et al., 2022;
RatSWD, 2023).

In this first take to assess the quality of
GermaParl, we focus on the dimension of “total
corpus error” (Hurtado Bodell et al., 2022, p. 1). It
has three aspects: “source errors, textual represen-
tation errors (TREs), and research inference errors
(RIEs)” (Hurtado Bodell et al., 2022, p. 4). Within
this triad, we will mainly focus on the aspect of
“textual representation errors”. Since we work with
already digitized data, systematically checking the
“source errors” (Hurtado Bodell et al., 2022, p. 4) is
out of the scope of this contribution.10 As a multi-
purpose corpus which has been created to broadly
serve research, “research inference errors” can not
be estimated meaningfully either.

Thus, we employ a simplified version of this
framework, asking how well the corpus represents
the original data in the form published by the Bun-
destag and how truthfully additional information
has been added to this data (Hurtado Bodell et al.,
2022, pp. 4–5). To do this, we compare the pro-
cessed TEI/XML version of GermaParl v2.0.0 with
the initial raw protocols in form of the PDF files

10This does not address whether the transcripts represent
everything that happens in parliament truthfully. This question
is beyond the scope of this contribution. It has been analyzed
and discussed for the German Bundestag in-depth in dedicated
studies (Burkhardt, 2003, chapter 9). Also errors in the data
provided by the German Bundestag (Ramisch, 2023, chapter 2)
are not evaluated systematically.
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which can be retrieved from the “Dokumentations-
und Informationssystem für Parlamentsmaterialien”
(DIP) of the German Bundestag.11

When focusing on the “Textual Representa-
tion Errors”, we are concerned with the ques-
tion of “How different [. . . ] the processed
machine-readable and observed corpus [are]” (Hur-
tado Bodell et al., 2022, p. 4). Hurtado Bodell et al.
(2022) discuss this along four categories that lend
structure to our evaluation. For each category, the
error itself is described first, followed by potential
causes of these errors in GermaParl.

source-to-(digital)-text errors Following Hur-
tado Bodell et al. (2022, pp. 4–5), transforming
the source data into a machine-readable format is
a first category of errors. Potential errors com-
prise flaws introduced by the digitization itself –
scan artefacts, for example – or the inclusion of
unwanted parts of the source material. We largely
omit this aspect from our analysis because of our
reliance on digitized text provided by the German
Bundestag. So digitization errors like random addi-
tional or missing characters which might be caused
by scan artefacts (Hurtado Bodell et al., 2022, p. 5)
are mostly out of our control and are not systemat-
ically identified as long as they do not result in a
missing speaker call.

text-to-documents errors Hurtado Bodell et al.
(2022, p. 5) describe the identification of “cohesive
units of text” as the source of “text-to-documents”
errors. For the curation of qualitative corpora, the
correct segmentation of text to meaningful docu-
ments such as speeches is crucial. The relevance
of these errors is particularly evident for the assign-
ment of speakers to segments of text in parliamen-
tary corpora. If the beginning of a separate speech
is missed, additional chunks of text are incorrectly
assigned to the wrong speaker. The same is true for
the creation of “faux documents” (Hurtado Bodell
et al., 2022, p. 5) if separate speeches are detected
where they should not.

These errors concern a step of the corpus prepa-
ration pipeline of GermaParl that is truly crucial:
The identification of speeches. The sequence of
text preprocessing, applying regular expressions,
and the handling special cases as well as false posi-
tives is essential for the correct assignment of text
to speakers, and potentially error-prone.

11https://dip.bundestag.de/.

documents-to-corpus errors According to Hur-
tado Bodell et al. (2022, p. 5) the “accuracy of
metadata in a corpus” gives rise to “documents-to-
corpus errors”.

The capabilities to enrich identified speeches
with additional metadata are important for the data
quality of GermaParl, as these additional annota-
tions provide plentiful possibilities for analysis. As
described in section 2, the enrichment is realized
by matching attributes found in the protocols and
external data; “documents-to-corpus errors” thus
would materialize in mismatches, such as wrongly
assigned party affiliations.

processing errors Processing errors arise when
transforming the machine-readable corpus from
one format to another (Hurtado Bodell et al., 2022,
p. 6). For GermaParl, this might be the case when
importing the processed XML files into the Corpus
Workbench. It must be noted that the TEI/XML
version and the CWB version of the corpus differ
by design, with the latter including an additional
consolidation step to increase usability while the
TEI/XML contains some more variations within
party and parliamentary group names.

3.2 Research Inference Errors

GermaParl is designed as a multi-purpose resource
and is, as such, not concerned with a single re-
search question in mind. As a consequence, other
errors identified by Hurtado Bodell et al. (2022,
p. 6) are not entirely applicable for our curation
project. While “coverage errors” – how far the data
represents its stated population – and “text curation
errors” – issues caused by the modification and pre-
processing of text – might be relevant for corpora
like GermaParl as well, this is not systematically
addressed in the upcoming evaluation.

3.3 Corpus Comparability and Corpus
Reproducibility

Aside from estimating the Total Corpus Error as dis-
cussed above, Hurtado Bodell et al. (2022) suggest
two more dimensions of corpus quality: Corpus
comparability and corpus reproducibility.

Corpus comparability is concerned with how
findings based on one resource compare to find-
ings based on another or how findings based on
different sections of the same resource are compa-
rable (Hurtado Bodell et al., 2022, p. 6). This is
particularly relevant in terms of errors in the data.
For diachronic analyses, missing a lot more ob-

https://dip.bundestag.de/
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servations in one period that in another should be
avoided (Hurtado Bodell et al., 2022, p. 7). Con-
cerning corpus comparability, as shown in the previ-
ous sections, the data sources – while all provided
by the German Bundestag itself – are not com-
pletely homogeneous. While not in our control, it
seems obvious that the “within-corpus comparabil-
ity” (Hurtado Bodell et al., 2022, p. 7) might be
limited by different processes to retrieve the data
as text. The data quality of the raw data at different
points in time is also discussed in more detail by
Ramisch (2023, chapter 2). These potential chal-
lenges require thorough empirical evaluation in the
upcoming sections.12

Regarding corpus reproducibility described by
Hurtado Bodell et al. (2022, p. 7) as the goal that
“two different researchers should be able to create
the same corpus from the same observed material”,
we already presented our approach to reproducibil-
ity (Blätte et al., 2022). We are strongly opinion-
ated in this respect: Reproducibility of the data
preparation process contributes to the quality of the
data not only in the sense that reproducibility is
desirable in its own right. Much more than that, it
is a way to ensure that a resource can evolve, incre-
mentally increasing data quality. If the preparation
workflow is not reproducible, the maintaining a
resource is excessively costly.

4 Applying the Total Corpus Error
framework

In the previous section, we described what poten-
tial errors might be expected. Our focus on the
textual representation error informs the need to
develop an understanding on what a truthful repre-
sentation of the debates in the German Bundestag
would look like. In other words, we need to create
a “ground truth” that contains information about
which speeches actually occur in the debates, when
these debates actually occurred and what additional
information should be added. A compiled repre-
sentation of the true debates allows us to compare
these expected speeches with the speeches in the
processed corpus. In contrast to the approach by
Ramisch (2023, chapter 3) who is also interested
in the extent of speeches, we focus on the meta-
data of each speech by annotating and enriching

12The comparability to other corpora is no aspect of the
data quality of GermaParl. However, it can be noticed that
the XML version is currently TEI-inspired. Future versions of
GermaParl are envisaged to adhere to the encoding standards
of the ParlaMint project (Erjavec et al., 2022)

each line indicating the beginning of an individual
speech. Implicitly, these errors correspond to the
false assignment of tokens to speakers where the
beginning of a new speech is missed. Instead of as-
signing tokens to the expected but missed speaker,
in most cases they will be assigned to the previous
speaker instead (see Ramisch (2023, chapter 3.5.2)
as well).

The precise steps are discussed in more detail in
the following sections.

4.1 Sampling and Ground Truth
When creating this “ground truth”, it would be un-
feasible to collect the necessary information for
each protocol in a larger corpus. Indeed, it is
enough to evaluate a representative sample of doc-
uments. Hurtado Bodell et al. (2022, p. 8) assessed
a stratified random sample of newspaper pages. We
also annotate a representative sample of parliamen-
tary protocols. To account for the changing appear-
ance of the protocols, changes in parliamentary
procedures or the changing composition of parties
in the Bundestag, each legislative period should be
included in the sample with at least two sessions.
Our overall target was to annotate one per cent of
the entire corpus.13

To organize the collection of information, a code-
book outlining the annotation task was created. It
contained information about how document-level
metadata and speeches should be identified and
documented (allowing the identification of poten-
tial text-to-documents errors) and how the metadata
of speeches should be enriched with additional in-
formation (the full name and the party affiliation) to
facilitate the identification of documents-to-corpus
errors. The coders were provided with specific
instructions about which resources to use to add
metadata if possible.

The annotation task was assigned to four coders:
one author of this contribution and three student
assistants with a background in political science.
Each protocol was initially coded by a single coder.
With the categories being formal rather than eval-
uative and the codebook quite specific, the risk of
“coder bias” – an important limitation in quantita-
tive content analysis (Riffe et al., 2005, p. 123) –
was considered as neglectable. To guarantee that
the corpus is compared against an accurate ground
truth, obvious remaining flaws such as missing

13Similarly, Ramisch (2023, chapter 3) manually annotated
two protocols per legislative period, using the XML files pro-
vided by the German Bundestag.
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speakers, typos in the gold standard or falsely as-
signed additional information were consolidated.
Some of these flaws were noticed when the initial
gold standard annotation was initially compared
against the processed data and corrected accord-
ingly. In sum, to ensure completeness and accu-
racy, after the initial annotation each protocol was
looked at by at least one, sometimes also a second,
additional coder – i.e. with access to the previous
annotation – to iteratively create a complete and
accurate gold dataset.

To ensure the comparability of the added data
in the ground truth and the processed data in the
corpus, minor harmonization steps were performed
on the ground truth such as the adoption of a party
abbreviation from GermaParl as well as the adop-
tion of variations in speaker names – the removal or
addition of middle initials, for example. The goal
is to identify corresponding entities, not necessarily
verbatim matches.

It has to be noted that this approach potentially
comes with some limitations and biases which are
discussed in the respective section on limitations at
the end of this contribution.

Ultimately, the coded sample comprised 51 pro-
tocols (1.17 per cent of all protocols). Table 3
(see appendix) shows the number of annotated
speakers per legislative period. For each proto-
col, the occurring speakers and additional metadata
were documented in order of occurrence along with
document-level metadata.

4.2 Estimation of Corpus Quality
The final measure of corpus quality is the propor-
tion of correct assignments over different subsets
of the corpus. First, we analyze the metadata at
protocol level to estimate documents-to-corpus er-
rors.14

For the speaker level, this measure includes both
the assignment of tokens to the correct speaker
(addressing potential text-to-documents errors) as
well as assigning the correct metadata to the cor-
rect speaker (addressing potential documents-to-
corpus errors). We compare each speaker in the
gold standard representing the initial data with the
corresponding observation in the processed data.
This comparison can result in five different states:

14For the overwhelming majority of protocols, a single
protocol corresponds to a single parliamentary session. While
we know that this does not apply for all protocols, we did
not encounter multiple sessions in one protocol in our sample,
thus making the text-to-documents-error less important at this
level.

• full match: Same speaker matched in pro-
cessed data, metadata identical.

• partial match: Same speaker matched in pro-
cessed data, metadata (partially) different.

• missing: Speaker not matched in the pro-
cessed data.

• mismatch: Different, unexpected speaker
matched.

• only in GermaParl: Speaker occurs in the
processed data but not in the gold standard, in-
dicating false positives or overlooked speakers
when creating the ground truth

In particular, we are interested in the accuracy of
the representation of the data split according to dif-
ferent comparative dimensions. These dimensions
are the general accuracy of the data, as well as the
accuracy per legislative period, parliamentary role
and parliamentary group.

4.2.1 Protocol Level Annotation
To assess documents-to-corpus errors at the level
of the entire protocol, the question is whether
each protocol is enriched with the correct meta-
data. Thus, the metadata of the protocols – the
legislative period, the session number and the ses-
sion date – was documented for all protocols which
were included in the gold standard evaluation. As
table 2 indicates, this error is not very prominent
in our sample. One wrong date resulted from a
session taking place on two separate days – only
the first date is reported in the processed data.

Attribute Matching Documents Correct
Matches

in %

Legislative
Period

51 51 100.00

Session 51 51 100.00
Date 50 51 98.04

Table 2: Accuracy of Document Level Metadata in
GermaParl

4.2.2 Speaker Level Annotation
Out of 10725 annotated speakers, 10398 are fully
matched in the processed data. This represents
96.95 per cent of all speakers. 194 speakers (1.81
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per cent) were identified, but annotated with meta-
data which differs from the expected values. 69
speakers (0.64 per cent) are not matched at all. 64
speakers were mismatches. This represents 0.6 per
cent. 68 speakers occur only in the processed data
and not in the gold standard.

While these overall values are relevant, the ac-
curacy of the data might vary along a set of dimen-
sions. Table 4 in the appendix shows the results of
this comparison along these different dimensions.
Considering variation over time, we see that the
proportion of complete matches is relatively sta-
ble over different legislative periods. Noteworthy
outliers are the second, the seventh and the 14th leg-
islative period, with a comparatively high number
of partial and missing matches. Regarding the par-
liamentary role of speakers, the accuracy to identify
speakers of the federal council (i.e. members of the
German Bundesrat) is comparatively low. For par-
liamentary groups, we do not see major deviations.
Focusing specifically on mismatches, we identify
an increased number of mismatches in the 14th leg-
islative period and for presidential speakers.

Regarding the documents-to-corpus errors, there
is relevant variation in the proportion of partial
matches. For some cases, the explanation is quite
simple: For some governmental and presidential
speakers, parliamentary groups are reported in the
processed data where they should not. This also
explains the high number of partial matches in the
“NA” category in the parliamentary group section.
Other speakers have false assignments of parlia-
mentary groups or parties. While this might be due
to switching parties, this deserves further investi-
gation. While mismatches do not occur very often,
they can represent crucial errors in the data. For
some instances, these errors are false positives in
the sense that the expected speaker and the speaker
detected are actually the same person with a differ-
ent name, for example because of marriage. In our
case, this accounts for quite a large number of mis-
matches: 48 mismatches are caused by a mismatch
between the expected speaker “Petra Bläss” and the
observed speaker “Petra Bläss-Rafajlovski”, for
example. For this reason, a more granular anal-
ysis of the nature of these mismatches might be
relevant. For other cases, more investigation is
needed. Speakers found only in GermaParl often
correspond with these mismatches. In this case,
instead of the expected value in the gold annota-
tion, other speakers were added in the processed

data, leaving them unmatched. Currently, errors in
the gold standard cannot be ruled out, so that these
instances might point to speakers which are in the
protocols but were overlooked in the gold standard
annotation. But in general, the number of these
cases is relatively low.

4.3 Processing Error

The processing error is estimated by comparing the
observations in both versions, with the proportion
of corresponding observations as the central mea-
sure. All errors reported for the TEI/XML version
will also be part of the CWB corpus.

We assume that the CWB corpus is equivalent
to the TEI/XML version of the corpus. There are
just cases of a minor harmonization to increase
the usability of the CWB resource. The empirical
analysis supports this: While most speakers (98.86
per cent) are identical in both versions of the cor-
pus, there are differences in 122 of the speakers
identified in the evaluated protocols. For the most
part, this concerns the assignment of parliamentary
groups (0.62 per cent of all speakers) and parties
(0.51 per cent). A preliminary glance at the de-
viations suggests that both are indeed caused by
minor variations in the names of the same entities
with the most noteworthy deviation being the in-
clusion of the CDU as a parliamentary group in
the first legislative period in the XML/TEI version
of the corpus whereas it has been harmonized to
CDU/CSU in the CWB corpus.

5 Discussion

Our overall result of this evaluation exercise is: The
overwhelming majority of speakers is identified –
representing little text-to-documents errors – and
assigned to the correct metadata – suggesting few
documents-to-corpus errors. That being said, the
data is not yet perfect: Specific groups of speakers
are identified more robustly than others.

While for some research questions, the assign-
ment of tokens to reasonable documents will be
sufficient, for others the correct assignment of meta-
data throughout is imperative. Thinking about a
continuum between in-depth qualitative analysis of
a limited set of debates and speeches and quantita-
tive text-as-data approaches to the data: The latter
strand of research will find some noise that does not
systematically distort results to be anticipated and
acceptable, whereas in-depth qualitative research
may require a zero-tolerance take on errors – a stan-
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dard only a genuine edition could meet. Our find-
ings on data quality convey that GermaParl may be
considered a resource meeting sound quality stan-
dards for a broad set of analytical approaches to
parliamentary speech, though not for all.

While the percentages shown table 4 indicate
that the general workflow works well, improve-
ments are possible and will be made. Evaluat-
ing missing speakers qualitatively suggests that
the quality of the raw data is a limiting factor in
this regard. Typos, missing or additional punctua-
tion marks and whitespace as well as missing line
breaks limit the effectiveness of our approach. In
some instances, the preparation pipeline is able to
account for this. However, the occurrence of noise
is difficult to anticipate. Other errors concerning
partially matched speakers seem to indicate plain
inaccuracies in the preparation of the data used
to enrich the corpus. Our findings also confirm
the prior intuition that rare speakers are more dif-
ficult to match than common ones: Speakers from
the federal council occur comparatively rarely and
in quite a variety of different forms, making the
formulation of regular expressions matching all
relevant cases challenging.

Finally, while the sample used to generate the
ground truth covers a large proportion of the data,
we did not encounter all errors which are known
to us at the time of writing. For instance, a known
data error in GermaParl v2.0.0 is the unintended
inclusion of appendices in the final dataset. De-
pending on the legislative period and the specific
document, this either assigns additional content
to the last speech – most of the time a presiden-
tial speaker – or adds speeches which were only
added to the minutes, suggesting these were ordi-
nary speeches. While the first issue seems related
to a text-to-documents error, the second issue can
be understood as a case of a coverage error because
the intended coverage – speeches held in the Ger-
man Bundestag – is exceeded in a portion of the
protocols. Errors such as these are publicly docu-
mented in the GitHub repository of the resource.15

Future versions of the will improve data quality by
addressing these known errors.

6 Outlook

We envision GermaParl as both a trustworthy and
useful resource for a broad set of research ques-
tions, and as an evolving resource which allows

15https://github.com/PolMine/GermaParl2.

for continuous updates and improvements. We did
not compare the quality of GermaParl to similar
resources, i.e. other corpora of parliamentary de-
bates. A comparative contextualization of the re-
ported measures would ideally be provided for by
independent researchers. Yet our own evaluation
of our resource leaves us with newly-won, quan-
titatively grounded confidence that – remaining
errors notwithstanding – the quality of GermaParl
achieved is a solid foundation for current research
and further developments.

The qualitative inspection of errors encountered
underlines the need to improve the resource contin-
uously in a collaborative and sustainable fashion:
It is impossible to anticipate all errors in a corpus
as large as GermaParl: It covers 72 years of par-
liamentary proceedings, 19 legislative periods and
includes more than 273 million tokens in 4341 pro-
tocols. Thus, user feedback and suggestions are an
important aspect for the future development of the
corpus, including its data quality.

Limitations

This contribution systematically compares an ac-
curate account of the debates in the German Bun-
destag and its representation in the GermaParl cor-
pus. The “gold standard” has been generated in
an iterative process that may have introduced a
bias: The identification and correction of speak-
ers which are missing in the ground truth (but are
available in the processed data) is potentially easier
than the identification of errors which occur in both
the ground truth and the processed data. To avoid
a potentially lopsided correction of errors which
would flatter the results presented, the gold stan-
dard dataset was checked iteratively in the process
outlined. Our reasoning was to design a process to
obtain a gold standard annotation for a technical
annotation task with little interpretative leeway that
might have caused intercoder disagreement. Still,
random noise and annotation errors cannot be ruled
out. A consequence of our process is that we do
not offer a measure of the intercoder reliability be-
tween the four coders in the initial annotation, nor
a measure of the difficulty of the annotation task.16

A further aspect we do not discuss in depth is
that we encountered errors in the PDF files such as
missing pages resulting in missing speakers. Re-
lying on the PDF files to create the gold standard

16We gratefully acknowlege our reviewers’ discussion of
this limitation.

https://github.com/PolMine/GermaParl2
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annotation then results in additional errors which
are not necessarily caused by errors in GermaParl.

Finally, the current implementation of the algo-
rithm used to compare the gold standard and the
processed data is very sensitive for a large num-
ber of missing speakers occurring consecutively,
flagging all speakers after a specific gap as mis-
matches even though valid speaker matches would
be available later. While the chosen parameters
worked well, it is conceivable that this could over-
estimate the number of mismatches if a number of
consecutive speakers is missing in GermaParl.

Ethical Considerations

The parliamentary data we prepared is entirely in
the public domain and the data preparation pro-
cess is fully transparent. We are not aware of a
scenario how our work might negatively affect rele-
vant principles of research ethics. As we see it, our
contribution is also technically improved access to
parliamentary debates that strengthens democratic
accountability.
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A Appendix

Legislative Period N Speakers N Protocols

1 473 4
2 280 3
3 371 2
4 1000 3
5 590 3

6 673 3
7 984 4
8 563 3
9 300 2

10 792 4

11 303 2
12 864 3
13 1050 3
14 370 2
15 548 2

16 271 2
17 350 2
18 263 2
19 680 2

Table 3: Ground Truth - Sample
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Match Category

annotated
speakers

full partial missing mismatch matched
speakers*

only in
GermaParl

Legislative Period
1 473 461 7 5 0 97.46 0
2 280 258 18 4 0 92.14 0
3 371 360 1 10 0 97.04 0
4 1000 968 28 4 0 96.80 0
5 590 588 0 2 0 99.66 0
6 673 651 4 15 3 96.73 3
7 984 906 74 3 1 92.07 1
8 563 548 12 2 1 97.34 1
9 300 299 0 1 0 99.67 0
10 792 782 4 5 1 98.74 1
11 303 296 3 4 0 97.69 4
12 864 858 4 2 0 99.31 0
13 1050 1038 0 4 8 98.86 8
14 370 320 0 4 46 86.49 46
15 548 546 0 0 2 99.64 2
16 271 269 0 2 0 99.26 0
17 350 337 13 0 0 96.29 0
18 263 259 0 2 2 98.48 2
19 680 654 26 0 0 96.18 0

Role
federal_council 17 11 1 5 0 64.71 0
government 1980 1855 104 17 4 93.69 5
mp 4254 4206 12 21 15 98.87 16
parl_commissioner 4 4 0 0 0 100.00 0
presidency 4470 4322 77 26 45 96.69 47

Parliamentary Group
AfD 48 48 0 0 0 100.00 0
CDU 40 40 0 0 0 100.00 0
CDU/CSU 1482 1461 7 7 7 98.58 7
CSU 6 6 0 0 0 100.00 0
DIE LINKE 74 74 0 0 0 100.00 0
DP 21 20 1 0 0 95.24 0
DP/FVP 1 1 0 0 0 100.00 0
FDP 613 611 1 1 0 99.67 0
FU 22 20 0 2 0 90.91 0
GB/BHE 4 4 0 0 0 100.00 0
GRUENE 371 367 0 1 3 98.92 3
KPD 29 29 0 0 0 100.00 0
NA 6470 6192 181 48 49 95.70 52
PDS 63 60 0 0 3 95.24 3
PDS/Linke Liste 19 19 0 0 0 100.00 0
SPD 1429 1416 1 10 2 99.09 3
fraktionslos 33 30 3 0 0 90.91 0

* fully matched speakers in per cent
The leftmost column indicates the dimensions as they are expected in the gold annotation.
Role "parl_commissioner" refers to the role of parliamentary commissioner in GermaParl.
Parliamentary Group "NA" describes governmental speakers, presidential speakers and other non-MPs.

Table 4: Comparison of Ground Truth and Processed Data


