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Abstract

Implementing technology in a modern-day
classroom is an ongoing challenge. In this
paper, we created a system for an automatic
assessment of student answers using Latent Se-
mantic Analysis (LSA) – a method with an
underlying assumption that words with similar
meanings will appear in the same contexts. The
system will be used within digital lexical flash-
cards for L2 vocabulary acquisition in a CLIL
classroom. Results presented in this paper in-
dicate that while LSA does well in creating
semantic spaces for longer texts, it somewhat
struggles with detecting topics in short texts.
After obtaining LSA semantic spaces, answer
accuracy was assessed by calculating the cosine
similarity between a student’s answer and the
golden standard. The answers were classified
by accuracy using the the K-Nearest Neighbor
algorithm (KNN), for both binary and multino-
mial classification. The results of KNN clas-
sification are as follows: precision P = 0.73,
recall R = 1.00, F1 = 0.85 for binary classi-
fication, and P = 0.50, R = 0.47, F1 = 0.46
score for the multinomial classifier. The results
are to be taken with a grain of salt, due to a
small test and training dataset.

1 Introduction

Employing technology to improve language learn-
ing outcomes is a problem scientists have wrestled
with since the 1960s. In this paper, we present a
beta version of a model for an automatic assess-
ment of student answers using Latent Semantic
Analysis (LSA) implemented in a use-case sce-
nario, i.e. for assessing vocabulary knowledge of
students and associates at the Faculty of Mining
and Geology, University of Belgrade. In further
development, the aim is for the model will be imple-
mented within digital lexical flashcards for learning
vocabulary in English as a Second Language (ESL)
classes.

Previous research (Landauer et al., 1998;
Lemaire and Dessus, 2003; Lifchitz et al.,
2009) shows that many cognitive abilities in hu-
mans, including vocabulary acquisition, are well-
represented by LSA. Furthermore, assessments pro-
vided by LSA largely correlated with those done by
evaluators (Landauer et al., 1997; Graesser et al.,
2000; Lemaire and Dessus, 2003; Landauer et al.,
2003; Picca et al., 2015). Flashcards have proven
to be a good tool for L2 vocabulary acquisition,
combining interval (Ashcroft et al., 2018) and con-
scious learning (Nation, 2006; Hung, 2015) —-
two approaches that enhance learning outcomes,
especially at the lower levels of language knowl-
edge (Ashcroft et al., 2018). In this phase of work,
we will tackle several methodological problems,
such as using LSA on short text, and finding means
to contribute to the digitalisation of L2 classroom
at the Faculty of Mining and Geology, University
of Belgrade.

The research aims to examine the current gen-
eral and geological vocabulary knowledge of the
Faculty’s students and associates and to improve
teaching methods at the Faculty by utilising Natu-
ral Language Processing (NLP). Also, we examine
LSA’s application in the geological domain, and
on shorter text, i.e. definitions. Conforming to the
aforementioned aims, our hypotheses are: (1) the
creation of the system will help digitalise learning
materials; (2) LSA will be successful in assessing
student answers.

The paper is organised as follows: in Section 2
we will go through previos research of vocabulary
acqusition and LSA implementation in educaiton
technologies, proceeding to data and model de-
scription in Section 3. After that, we will analyse
the results in Section 4, starting from testng LSA
model validity (Section 4.1) and going thorugh
topic distribution (Section 4.2), and finishing with
answer assessment (Section 4.3) and classification
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(Section 4.4). Finally, we will present concluding
remarks in 5 and end with the limitations of our
approach.

2 Related Works

In exploring L2 acquisition, vocabulary acquisition
is widely researched. It is considered that vocabu-
lary learning has the best outcomes when combin-
ing spaced (or distributed/interval) learning with
explicit learning. Spaced learning is learning in
many small sessions increasing the breaks between
each session (Nation, 2006), while explicit learning
assumes that the student is aware of the learning
process (Nation, 2006; Hung, 2015; Ma, 2009).
As flashcards provide simultaneous explicit and in-
terval learning, together with learning word form,
meaning and use in context (Ma, 2009), they make
a great learning tool. Several researches display
that flashcards significantly enhance L2 vocabulary
acquisition outcomes, especially at the lower lev-
els of language knowledge (Spiri, 2008; Nakata,
2008; Hung, 2015; Averianova, 2015; Yüksel et al.,
2022). Given that students who are non-native En-
glish speakers can enter university with different
levels of language knowledge, using flashcards as a
teaching tool can help students reach the necessary
level of English to follow classes and learning ma-
terials. Our case is no different. One of the main
problems in ESL classes at the Faculty of Mining
and Geology, University of Belgrade emphasised
in (Beko et al., 2015) is a low level of language
knowledge at the beginning of studies. Beko et al.
(2015) also points out that students have in finding
a suitable learning method, and lack of translation
of geological terminology to Serbian, which makes
translational tasks even more difficult. Our model
will be monolingual, so we will not address the
last-mentioned issue.

Currently, the Faculty uses a variety of language
tools, a thesaurus of geological terminology in
Serbian and English, comprised of roughly 2800
words (Beko et al., 2015), and a digital mining
terminology platform RudOnto.1 Additionally, a
system of flashcards RGF Flashcards was devel-
oped, using Anki and integrated into the Faculty’s
Moodle platform.2

The presented system of flashcards will be tai-
lored to the learning materials and adapted to the
CLIL methodology used in the Faculty’s English

1RudOnto thesaurus, accessed 20 May 2023
2Moodle, accessed 20 May 2023

1-4 subjects. CLIL integrates learning content from
a certain domain with language learning (Beko,
2013; Djerić, 2019; Baten et al., 2020), whereby
C1 entry language knowledge is expected. Thus,
flashcards could facilitate learning for students with
lower levels of English and make following of the
learning materials and classes easier.

In this stage of development of the flashcards sys-
tem, we aimed to create a model for an automatic
assessment of the semantic similarity of student
answers and the golden standard. For that purpose,
we exploited LSA — a theory and method for ex-
traction and representation of word meaning in con-
text, whereby statistical calculations are applied to
a large text corpus (Landauer et al., 1997). Thus
far, research has shown that LSA can broadly repre-
sent human cognitive abilities, such as vocabulary
acquisition, word categorisation, discourse com-
prehension, and essay assessment (Landauer et al.,
1998). LSA has hitherto been used for answer as-
sessment, providing feedback, answering student
questions, as well as assessing student essay accu-
racy and coherency, in several smart games. In the
essay assessment task, it displayed a high degree of
correlation with evaluator assessments (Landauer
et al., 1997; Graesser et al., 2000; Lemaire and
Dessus, 2003; Landauer et al., 2003; Dikli, 2006;
Lafourcade and Zampa, 2009; Picca et al., 2015).
In the light of previously said, we believe that the
method is suitable for our task as well.

The idea of context-based representation of word
meaning is by no means a new one in linguistic
theory. Harris (1954) fist posed that elements of
a language appear relative to one another. Later
an automatic clustering-based algorithm for word
sense disambiguation was presented by Schütze
(1998), where a cluster consists of contextually
similar occurrences of a word. Distributional se-
mantics also transcended to computational linguis-
tics, and model such as Latent Semantic Analy-
sis (LSA) and Latent Dirichlet Allocation (LDA)
were developed (Landauer et al., 1997; Blei et al.,
2003). More recently, with the development of
neural networks, models such as Word2vec have
became increasingly popular in representing word
meaning (Mikolov et al., 2013). However, in a case
study presented in Altszyler et al. (2016), LSA out-
performed Skip-gram model when the size of the
corpora was reduced from medium to small.

http://rudonto.rgf.bg.ac.rs
https://moodle.org/
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3 Experimental Setup

3.1 Data

Data Collection The data is a mixture of long and
short texts, which enabled us to compare the LSA’s
performance between the two. The parts of the
data used are as follows: 1) unit texts from the
English-language textbook in preparation for sub-
jects English 1-4 at the Faculty of Mining and Geol-
ogy, University of Belgrade; 2) vocabulary follow-
ing each textbook unit - general vocabulary (663
words), geological vocabulary (280 words), miner-
als (18 words); 3) participant answers collected
via Faculty’s Moodle platform enhanced with HP5
extension.3 The test was an adapted test battery pre-
sented in (Jhean-Larose et al., 2010) and was split
into three groups with different examples. Some
questions (e.g. question six) were adjusted to the
research aims. The test was completed by 14 par-
ticipants. The participants were associates from the
faculty - professors and teaching assistants, with
good knowledge of geological terminology in both
Serbian and English. After the completion of the
testing process, 451 answers were collected. For
anonymity purposes, we created a unique numeri-
cal ID for each participant. After analysing the test
results, and extracting only answered open-ended
questions, 72 answers remained for the analysis.
Some answers were omitted from the analysis due
to an unclear and inconsistent output in Moodle
results. The length of unit texts, vocabulary, and
participant answers in tokens is 46 888, 14 051,
5505, respectively.
Selecting the Assessment Criteria First, all an-
swers were manually checked and assessed by the
evaluator. The criterion was the answers’ similarity
to the golden standard - a definition from the text-
book vocabulary, as well as the evaluator’s English
language competency. Since our model does not
take into account grammar and spelling, neither
did the evaluator in the assessment process. How-
ever, spelling was checked and corrected using the
Grammarly4 tool prior to feeding data to the model.

The answers were graded on a scale from 1 to
5, where 1 was completely incorrect and 5 was
a correct answer. Subsequently, all answers that
scored 1 were labelled as incorrect, while the rest
were labelled as correct. We opted for adding
the two-category assessment due to the small size

3HP5 extension, accessed 22 May 2023
4Grammarly, last accessed 25 August 2023

of the dataset because, during the classification,
our model accuracy might not be well represented
when classifying 72 answers into 5 categories.
Data Preprocessing Text preparation was con-
ducted in accordance with methods found in the
literature (Deerwester et al., 1990; Dikli, 2006; Lif-
chitz et al., 2009), which we adapted to our goals
and our data. The first step in text preparation was
text lemmatisation using SpaCy library.5 After ob-
taining lemmatised text surrogates for each part
of our data, we removed punctuation and special
characters using regular expressions and changed
text to lowercase. In addition, we removed Latin
abbreviations and plurals from the vocabulary (e.g.
data sing. datum, hypothesis pl. hypotheses). An
example of text before and after preparation is dis-
played in Table 1. The examples are extracted from
different texts.

3.2 Models
For developing our LSA model, as well as for the
the K-Nearest Neighbor (KNN) classification algo-
rithm, we used the Scikit-Learn Python library.6

First, we constructed a TF-IDF matrix, with doc-
uments in matrix rows, terms in matrix columns,
and relative term frequencies in each of the docu-
ments in matrix cells (Jurafsky and Martin, 2023).
Trying out options between 700 and 5000 terms,
we opted for a 1000-dimension TF-IDF matrix for
unit texts, with a minimal term frequency of 3, and
a maximal frequency of 80% of documents. In
this step, we also removed stop words, which were
a concatenation of the NLTK7 stop words for the
English-language, and corpus-specific stop words
(km, km/h, mm, meter, yet, well, etc.). Initially,
the same TF-IDF parameters were applied to short
texts as well but this gave poor results. Thus, we
lowered the number of dimensions to 700 and min-
imal frequency to 1, and increased maximum fre-
quency to 100% of documents, while the stop word
list contained only definite and indefinite article —-
a/an, the.

Subsequently, we set the SVD parameters that
were the same for all parts of the data. The number
of topics was determined by examining the first
10 terms with the highest weights in order to deter-
mine an appropriate number of topics, we extracted
15 terms weights for each topic. Finally, we opted
for 10 topics. Then, we assigned a name to each

5SpaCy library, accessed 22 May 2023
6Scikit-Learn library, accessed 22 May 2023
7NLTK library, accessed 22 May 2023

https://h5p.org/
https://app.grammarly.com
https://spacy.io/
https://scikit-learn.org/stable/
https://www.nltk.org/
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Original text Processed text
Most people today are familiar with
mineral water and the perennial de-
bate, as to whether still or sparkling
is better.

most people today be familiar with
mineral water and the perennial de-
bate as to whether still or sparkle be
well

Groundwater stored in subterranean
aquifers has always been extracted
for human use through the digging of
wells.

groundwater store in subterranean
aquifer have always be extract for hu-
man use through the digging of well

Table 1: Processed text

topic based on the first 100 terms with the highest
weights. Separate semantic spaces were created for
unit texts, i.e. long texts, and word definitions and
participant answers, i.e. short texts. The names of
the topics and their respective terms can be found
in Appendix A.

After obtaining topic vectors, we measured co-
sine similarities between all texts, and between all
the answers, and extracted the most similar ones,
to check the LSA model validity for both long and
short text. Next, we calculated a final score for
each answer as a mean of cosine similarity of an-
swer A and: a) vector of the unit text in which
the defined term appears; b) vector of the correct
answer (golden standard); c) vector of the previ-
ously obtained most similar answer B. The higher
the similarity score of document A and document
B, the higher the connection between the docu-
ments (Rahutomo et al., 2012). Finally, the an-
swers were classified by accuracy using KNN, for
both binomial (Correct / Incorrect) and multino-
mial classification (Li et al., 2003; Peterson, 2009).

4 Results and Analysis

4.1 Testing Model Validity
In order to check LSA validity for long text, we
computed cosine similarity between all unit texts,
and then detected the most similar ones. For short
text, we did the same with participant answers.

Analysing the results, the supposition is that la-
tent topics in unit texts are well-detected and that
the most similar texts indeed convey similar topics.
This has proven to be true, so the text about Wag-
ner’s hypothesis which explains an assumption of
the existence of Pangaea, has the highest similarity
with a text about tectonic plates. Furthermore, a
text about volcanology is closely matched to a text
about igneous rocks (Table 2).

The similarity between answers spreads from

about 0.7 to 0.9. Unlike with unit text, the model
was somewhat inconsistent with detecting the most
similar answers, for example, answers that do not
share the same terms were evaluated as most sim-
ilar. However, so were the answers to the same
question that do share many terms, as well as an-
swers to different questions that share the same
terms, such as answers to questions hydrological
cycle: the representation of a continuous, circular
movement of water through the atmosphere, where
the physical state of water alters as it flows through
the cycle and seabed: land at the bottom of the
ocean both containing terms earth, ocean, surface
(Table 3).

Based on these results, we can argue that our
model did better in detecting topics in longer texts
than in short ones.

4.2 Topic Distribution

The highest standard deviation of topics was ob-
served in unit texts, while it was somewhat lower in
vocabulary and answers. We believe that the reason
behind the lower standard deviation in vocabulary
and answers is a more coherent text form compared
to unit texts.

In unit texts, maximal topic values vary between
0.5617 in Volcanology, to 0.3638 in Dating, while
minimal values fluctuate from 0.3878 for Earth-
Formation, all the way to -0.001 for topic Dating.
Maximal values in definitions are, to a degree, more
evenly distributed. Topic Weathering (0.7067) has
the highest maximum value, while the lowers is that
of Landslides (0.3547). Almost all minimal topic
values are negative, apart from the topic EarthFor-
mation, with a minimal value of 0.0193. While top-
ics are assigned well to some geological terms, e.g.
debris has high values in EarhFormation, Weather-
ing and Landslides, the model failed to recognise
latent topics in others, which is shown for exam-
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Text A Text B Similarity
palaeozoic era mesozoic era and cenozoic 0.9776
wegener s hypothesis tectonic plates 0.8980
volcanoes igneous rocks 0.8229
the causes of metamorphism metamorphic textures 0.9606
coal as a fossil fuel oil and natural gas mineral oil 0.7726

Table 2: Examples of the most similar texts

Text A Text B Similarity
hydrological cycle seabed 0.8685
unconsolidate backlash 0.0000
urbanisation urbanisation 0.9840

Table 3: Examples of the most similar answers

ple in a low value of topic Fossils in definitions of
terms fossil, fossilised, fossilisation. In participant
answers, we find that the topic TectonicPlates has
the highest maximal value (0.7042), while the low-
est one is that of Landslides, with just 0.3612. Min-
imal values are for the most part negative, and have
values between -0.5557 for Minerals and 0.0000
for EarthFormation. Answers to the same ques-
tion mainly have similar topic distribution. Most
answers to the question global warming have the
highest values for the topic EarthFormatoin, and
the lowest for Erosion and Landslides. All topic
values for short, incomplete answers, consisting of
just 1 or 2 words, are 0.

In all parts of the data, topic EarthFormation
is the most frequent one, appearing in 34 out of
36 unit texts, and in most definitions and answers.
The high frequency of this topic does not come as
a surprise, as it contains vocabulary that is woven
through most of the texts. Other frequent topics
include Volcanology, Weathering, and Landslides,
while the least frequent ones are Minerals and Dat-
ing. Relative frequencies of all topic, as well as
values of the dominant topic for the first 30 data
points in all parts of the data are displayed in Fig-
ure 1.

4.3 Answer Assessment

After analysing topic distribution, we proceed to
assess the participant answers, by the criteria ex-
plained in 3.2. The lowest value in the final score
is 0, which is the score of previously explained
very short answers (1-2 words), while long answers
show little variance between the three values used
for computing the final score.

As displayed in Table 4, some correct answers

have lower similarity with the corresponding unit
texts than incorrect answers, and the final score of
correct and incorrect answers is relatively similar.
This raises the question if our method should be
revised. To a human evaluator, a similarity differ-
ence of 0.1 might be significant when they look at
the broader picture, but we will see if that will be
the case with our classification model as well.

In a two-category distribution, the final score has
lower values in correct than in incorrect answers,
and values of correct answers have a greater range.
In the five-grade answer assessment, we can see
that values of answers graded 2 are most scattered,
while the densest ones are those of answers with
grade 1, and higher grades have relatively similar
final scores.

Cosine similarity of the most similar answers
probability greatly contributed to high values of
incorrect answers, since only the highest similarity
values were taken into account. Furthermore, an-
swer accuracy was best represented by the cosine
similarity between an answer and a golden stan-
dard (correct answer). Nonetheless, we opted for
keeping the previously determined final score com-
putation, because we wanted to see how the model
does in comparing long and short text. Another
reason behind this is that the description of a term
in unit text and its respective definition in the unit
vocabulary can slightly differ, f.x. the description
of a geological term in the unit text could be longer,
or synonyms can be used. Since synonyms will
rarely appear together, we thought this might be a
way to overcome this obstacle. In further research,
extracting only the sentences of unit texts actually
explaining a certain geological notion might be the
solution. Additionally, high weights of functional
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Figure 1: Dominant topics values in vocabulary

QID PID Answer A Text Def. Answer B Final Score C/I 1-5
3 3 convergent 0.0000 0.2885 0.9992 0.7354 C 4
3 4 convergent -0.3299 0.2999 0.9992 0.7377 I 1
8 3 straightforward -0.0291 0.0011 0.9627 0.6807 I 1

Table 4: Final answer score; QID – question ID, participant ID, C/I – Correct/Incorrect, 1-5 – grade on a scale from
1 to 5

words in the semantic space of definitions and an-
swer topics (be, of, in, to, or, by, etc.) might have
contributed to the results. In future work, we could
solve this by removing functional words with high
weights from definitions and answers, and see if
the results improve.

4.4 Answer Classification

The final step was a multinomial and binary answer
classification. For classification purposes KNN al-
gorithm was employed (Li et al., 2003; Peterson,
2009; Chen, 2018), labels corresponded with the
evaluator assessment, while the classification crite-
ria was the final answer score. Recall, precision and
F1 score were used for evaluation (Géron, 2022).

In binary classification, answers were classified
as correct or incorrect. The data is comprised of
60 correct and 12 incorrect answers. Due to this
discrepancy, the model classified all answers as cor-
rect. Calculated model precision was 73%, recall
100%, and F1 = 0.85. The size of our data might
have affected the performance of the classification
algorithm, given that our data set is rather small,
containing only 72 observations, consequently so
is the test set with mere 15 observations. Since the
data is randomly split into a training and test set, it
can just so happen that all the observations in the
test set have the same label.

In the multinomial classification, category fre-
quency is uneven. Consequently, the model did

poorly in classifying the underrepresented cate-
gories, i.e. grades 1 (incorrect) and 5 (completely
correct). For the multinomial classification, model
parameters are as follows: precision was 50%, re-
call 47% and F1 = 0.46. Since the model was
classifying mere 15 answers into 5 categories with
uneven distribution in the data, it is expected that
the results are worse than those of binary classifi-
cation.

5 Conclusion

In this paper, we discussed the application of Latent
Semantic Analysis for the assessment of short an-
swers. In accordance with the set pedagogical goals
of this paper, we extrapolated that the utilisation
of flashcards for L2 vocabulary acquisition gives
favourable results, particularly at the lower levels
of language knowledge. As students of the Faculty
of Mining and Geology come from different educa-
tional backgrounds and usually enter their studies
with a low level of English, we strongly believe
that using a system of flashcards that accompany
the subject textbook would greatly help students
to make progress faster and get to a level of vo-
cabulary knowledge suitable for following CLIL
lectures.

Reflecting on the methodological aims of the
paper, we determined that developing this model
helped us recognise the advantages and disadvan-
tages of our approach. One of the greatest ad-
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vantages of the model is good topic modelling of
longer texts and vocabulary and answers pertaining
to geology. We deem that the biggest downside is
its inability to detect topics of very short answers.

To overcome model downsides, the first step in
further research would be to expand the answer data
set. Our second goal is to add a system for spelling
and grammar assessment. In order to improve the
results obtained using LSA, we could try and lower
the number of dimensions. Additionally, creating
separate semantic spaces for words that are not ge-
ological notions, i.e. general vocabulary, might be
a good idea. When comparing answers and unit
texts, we believe that we would get more meaning-
ful results if we extract just a fragment of the text
where a certain geological notion is explained or
a word belonging to the general vocabulary used.
Lastly, instead of computing the similarity of all an-
swers, we would proceed to calculate the similarity
of answers to the same question.

The presented model development laid a founda-
tion for the development of a system for automatic
answer assessment in digital flashcards. Compar-
ing the goals and aims of CLIL methodology and
the outcomes of using flashcards in teaching, we
concluded that this technology would greatly com-
plement the textbook in preparation. Our claim is
supported by the Faculty’s students’ positive atti-
tude towards using digital flashcards in an L2 class-
room expressed in previous research. Ultimately,
we intend to accomplish the project’s main goal —-
the development of a digital flashcard system that
will be implemented in the classroom.

Limitations

The main limitation of work presented in this paper
is a small data set. Not only did scarce data made
it more difficult to find the right parameters for
creating semantic spaces, but it also hindered the
classification task. Additionally, feature extraction
in short texts, i.e. definitions and answers, should
be revised. By removing just articles, we left too
much noise in these parts of the data, which re-
sulted in topics having similar terms with the high-
est weights. Methodologically, the biggest down-
side, in our opinion, is a lack of demographic ques-
tionnaire, where the participants would fill out their
English language levels, by either self-evaluation,
or state if they possess an English language certifi-
cate, as well as their age, gender and professional
qualification. This should be included in further

research. Having the level of participants knowl-
edge would have provided us with an additional
criteria for LSA assessment, but also help us make
conclusions on the needs of our user target group.
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Appendices

A Appendix

Topic Name Terms with the highest weights
Topic0 Earth

Formation
mineral, cycle, earth, deposit, flow, sedimentary, igneous, material, soil,
metamorphic

Topic1 Minerals mineral, metamorphism, grain, metamorphic, igneous, metamorphic
rock, pressure, crystal, magma, ore

Topic2 Erosion flow, soil, particle, stream, slope, erosion, debris, landslide, glacial,
material

Topic3 Tectonic Plates plate, earthquake, wave, cycle, tectonic, magma, continental, oceanic,
magnetic, magnetic field

Topic4 Rock
Formation

sedimentary, cycle, sediment, metamorphic, igneous, sedimentary rock,
strata metamorphic rock, metamorphism, erosion

Topic5 Volcanology magma, lava, grain, volcano, slope, eruption, volcanic, viscosity, period,
landslide

Topic6 Weathering wave, earthquake, magnetic, date, particle, magnetic field, metamor-
phism, stress, erosion, sediment

Topic7 Landslides slope, landslide, soil, debris, hazard, cycle, trigger, activity, fall, downs-
lope

Topic8 Dating earth, strata, magma, date, age, eruption, lava, idea, satellite, remote
Topic9 Fossils oil, wave, earthquake, coal, trap, organic, sedimentary, sedimentary

rock, weathering, carbon


