Enhancing Code-mixed Text Generation Using Synthetic Data Filtering in
Neural Machine Translation

Dama Sravani
Language Technologies Research
Centre, IIIT Hyderabad
dama.sravani@
research.iiit.ac.in

Abstract

Code-Mixing', the act of mixing two or more
languages, is a common communicative phe-
nomenon in multi-lingual societies. The lack
of quality in code-mixed data is a bottleneck
for NLP systems. On the other hand, Mono-
lingual systems perform well due to ample
high-quality data. To bridge the gap, creat-
ing coherent translations of monolingual sen-
tences to their code-mixed counterparts can
improve accuracy in code-mixed settings for
NLP downstream tasks. In this paper, we pro-
pose a neural machine translation approach to
generate high-quality code-mixed sentences by
leveraging human judgements. We train filters
based on human judgements to identify nat-
ural code-mixed sentences from a larger syn-
thetically generated code-mixed corpus, result-
ing in a three-way silver parallel corpus be-
tween monolingual English, monolingual In-
dian language and code-mixed English with
an Indian language. Using these corpora, we
fine-tune multi-lingual encoder-decoder mod-
els viz, mT5 and mBART, for the translation
task. Our results indicate that our approach
of using filtered data for training outperforms
the current systems for code-mixed generation
in Hindi-English. Apart from Hindi-English,
the approach performs well when applied to
Telugu, a low-resource language, to generate
Telugu-English code-mixed sentences.

1 Introduction

Code-mixing (CM) is a phenomenon of mixing
two or more languages in an utterance of a speech
or text (Bokamba, 1989). This form of commu-
nication is prevalent in multi-lingual communi-
ties owing to socio and psycho-linguistic reasons.
With the advent of social media, code-mixing has

"Code-Mixing" usually refers to the phenomena of
switching between two or more languages within a sentence
boundary, and Code-Switching is used to refer to cases where
such switching happens at a sentence boundary. In this paper
we have used both the terms interchangeably.
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become a common phenomenon of communica-
tion on social platforms like Facebook, Twitter,
Reddit, etc. The extensive use of code-mixing has
led to interesting computational multi-lingual NLP
research directions.

Linguistic research on code-mixing has pro-
posed multiple theories for generating code-mixed
sentences. The Equivalence Constraint (EC) The-
ory, introduced by (Poplack, 1980), posits that
code-switching occurs when there is functional
equivalence between the source and target lan-
guages, indicating similarity in meaning, pragmat-
ics, or discourse function. The Matrix Language
Frame (MLF) theory, proposed by (Myers-Scotton,
1997), suggests that bilingual individuals incorpo-
rate words or phrases from a non-dominant lan-
guage into a dominant language or "matrix lan-
guage" structure.

Recently, pre-trained models (Liu et al., 2020a;
Devlin et al., 2019) have become the state-of-
art models for multi-lingual language analysis
and generation systems. Availability of large
monolingual text corpora from sources like news,
Wikipedia, books, has enabled researchers to train
large language models at scale. However, building
Natural Language Processing (NLP) systems for
code-mixed text or speech has become challeng-
ing due to its resource poor nature. While code-
mixed text is prevalent in various online platforms,
such text often co-exists with monolingual data.
Thus, identifying code-mixed sentences and build-
ing large-scale corpus is challenging. Recently re-
searchers have used multiple approaches to trans-
late between monolingual and their code-mixed
counterparts. GCM (Rizvi et al., 2021) proposed
an open-source toolkit which leverages EC and
MLF theories of code-mixing to generate multiple
synthetic code-mixed sentences for a given set of
parallel monolingual sentences. However, a lim-
itation of GCM is that the generated code-mixed
sentence need not always be a natural sentence.
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Tarunesh et al. (2021) proposed neural machine
translation methods to generate a code-mixed sen-
tence given a monolingual input, where the syn-
thetic data is created using clausal substitutions
based on MLF theory. All the previously proposed
approaches to create synthetic code-mixed data to
train machine translation systems have not consid-
ered the quality of the synthetic code-mixed data.

In this paper, we propose a novel approach for
generating natural code-mixed sentences, by fine-
tuning multi-lingual encoder-decoder models. The
main focus of the paper is to train these models
with good quality code-mixed sentences and their
monolingual counterparts. In order to create this
silver parallel corpus, we use code-mixed quality
filters that are created from the human judgements
on minimal gold-standard text.

The main contributions of this paper are summa-
rized as below :

1. In this study we introduce two mechanisms
for Quantitative filtering of synthetically
generated code-mixed texts, leveraging hu-
man knowledge.

2. We created a dataset of 3500 manually anno-
tated Telugu-English code-mixed sentences
rated for their quality, where each sentence
was rated by two annotators to ensure consis-
tency and accuracy of the annotations. We
also release parallel test data for English-
Telugu, comprising of 1250 samples.

3. We demonstrate the robustness of our pro-
posed approach by applying the generation
mechanism on two code-mix language pairs :
English-Hindi and English-Telugu (for which
there are no prior machine translation re-
sources).

4. Our best model for Hindi-English code-
mixed text generation outperforms the
(Tarunesh et al., 2021) architecture which is
trained on much larger synthetic data’.

2 Related Work

Recently, various tasks and datasets have been pro-
posed for code-mixed text. Language Identifica-
tion has been the most popular task in context of

2ALL-CS data is used to compare two approaches:
https://github.com/ishan00/translation-for-code-switching-
acl
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Figure 1: Methodology for Code-mixed Generation

computational research for code-mixed text. Code-
mixed data comprises of multiple languages, it is
essential to identify the language of each segment
of text in order to perform appropriate language-
specific processing or analysis. Gundapu and
Mamidi (2018) proposed various models - Naive
Bayes Classifier, Random Forest Classifier, Hid-
den Markov Model (HMM) and Conditional Ran-
dom Field (CRF) for Language identification of
Telugu-English code-mixed data. Shekhar et al.
(2020) proposed a method using LSTM to iden-
tity languages in Hindi-English social media text.
(Gupta et al., 2021) proposed a Unsupervised Self-
training approach for sentiment analysis of code-
mixed data. To tackle the problem of scarce an-
notated code-mixed data this approach used min-
imal data to start fine-tuning mBART and then
use pseudo labels obtained by zero-shot transfer
for further training. However, resource creation
is expensive and time consuming process, which
is further complicated by large number of lan-
guage pairs between which code-mixing is com-
mon. Given this context, faithful translation of
monolingual text to code-mixed text can assist
construction of task-specific and language-pair-
specific datasets - either for training or evaluation.

Guzman et al. (2017) proposed various code-
mixed metrics to quantify degree of code-mixing
in a code-mixed sentence/corpus. Code-mix met-
rics quantify the ratio of tokens contributed by dif-
ferent languages (CMI, M-Index), and probabil-
ity of switching between two languages (I-Index,
Switch Point Average) and the time ordering of
switch points in code-mixed text (Burstiness). All
the metrics are computed based on the token wise
language tag.

Rizvi et al. (2021) proposed, GCM, a toolkit
to generate synthetic code-mixed text which are
grounded in grammatical theories (Equivalence
Constraint Theory and Matrix Language Frame-
work) of code-mixing. Sentences generated using
GCM when used to train a RNN-based language
model have been shown to significantly reduce the
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perplexity of the language model. Jawahar et al.
(2021) use curriculum training to generate code-
mixed Hindi-English data. In the curriculum train-
ing training the pre-models are fine-tuned by first
training them on synthetic data and then on gold
code-mixed data. This architecture has achieved a
BLEU score of 12.67 and was place first the over-
all ranking of CALCS shared task®. Gautam et al.
(2021) have explored mBART, a pre-trained multi-
lingual encoder-decoder model, to generate Hindi-
English text. This methods illustrates the improve-
ment in performance by converting the Hindi ro-
man script to Devanagari script and concatenating
Hindi and English sentences for training. Recently,
Srivastava and Singh (2021) proposed a dataset
capturing quality ratings for synthetically gener-
ated code-mixed English-Hindi text. A shared task
was also conducted using the dataset. However,
the availability of such resources for other code-
mix language pairs is limited.

While synthetic data has been used to train ma-
chine translation models to generate code-mixed,
the quality of those synthetically generated sen-
tences has not been analyzed. We hypothesize that
controlling the quality of synthetic code-mix sen-
tences before using them to train translation mod-
els can lead to more natural code-mix sentences,
and can even be compute efficient. To the best of
our knowledge, this is the first work to use human
judgements for quality of code-mixed text to cre-
ate silver parallel data, and use the data to train
neural machine translation models for code-mixed
text generation.

3 Methodology

In our methodology, as illustrated in Figure 1, we
propose models for generating code-mixed text
which trained using a silver parallel corpus created
by filtering a large synthetic code-mixed corpus.
For training the quality filters, we leverage human
annotations capturing the quality of code-mixed
sentences (Sec.3.1.1) and distributions in human-
generated code-mixed sentences (Sec.3.1.2). Us-
ing the trained filters we create silver parallel cor-
pus (Sec.3.2). We use the filtered sentences to train
machine translation models that will enable gener-
ation of code-mixed text (Sec.3.3). In this study
we experiment with two language pairs - Hindi-
English and Telugu-English.

3https://code-switching.github.io/202 1#shared-task

3.1 Training Code-Mixed Sentence Quality
Predictors : Filtering Mechanism

In this step, we create filters to select the high-
quality data from a larger set of synthetic code-mix
corpus created by GCM. A sample in GCM con-
sists of English sentence, Hindi/Telugu sentence
and Hindi-English/Telugu-English sentence.

We use the following approaches to train our fil-
ters.

3.1.1 Regression Filter

In this method, the regression models are trained
to predict the rating of the code-mixed sentences.
Code-mixing is not an arbitrary mixing of lin-
guistic units from two or more languages. Multi-
lingual speakers possess a strong instinct of when
and how to mix. Certain code-mixed structures are
preferred by native speakers. The datasets used for
training should contain all types of code-mixing,
for enabling regression model to filter out good
quality code-mixed sentences. To build a regres-
sion model, we leverage the following datasets
containing human annotations to test the quality of
code-mixed sentence.

Hindi-English: Hindi-English regression
models are trained (Srivastava and Singh, 2021)
HINGE dataset comprising of 4000 Hinglish code
mixed sentences. These code-mixed sentences
are generated by using two rule-based methods
viz, Word-aligned code-mixing (WAC) and Phrase-
aligned code-mixing (PAC) corresponding to the
parallel monolingual Hindi and English sentences.
Each of these code-mixed sentences are rated on a
scale of 10 by two different annotators.

Telugu-English: Due to the lack of Telugu-
English code-mixed datasets that have been eval-
uated by humans for their quality, we create a new
dataset.

We use GCM (Rizvi et al., 2021) to gener-
ate synthetic code-mixed sentences. GCM needs
monolingual parallel sentences. We feed English-
Telugu parallel sentences from Samantar cor-
pus (Ramesh et al., 2022). We randomly select
3,500 such sentences from GCM output for anno-
tation.

An annotator then rates each sentence on a scale
of 1-5 based on readability, grammatical correct-
ness, and semantic correctness. A rating of 5 is
given to a sentence if the code-mixed sentence
sounds fluent and makes semantic sense. Each
sample was rated by two annotators to ensure the
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validity and reliability of the dataset.

In both of the aforementioned datasets, each
code-mixed sentence was annotated by two anno-
tators. The ratings given by the annotators were
then averaged to obtain the average rating for the
sentence. We use the average rating to train our
regression predictor models. The features chosen
for training are:

* BLEURT scores : BLEURT (Sellam et al.,
2020) score, which is reference-based text
generation metric, aids us to capture the se-
mantic similarity between a source and a
reference sentence. We translate a code-
mixed sentence to monolingual English us-
ing Google Translate. We compute BLEURT
score between the translated English sentence
and the actual English sentence that was fed
to GCM.

* Code-mixed (CM) metrics : Code-mixed met-
rics capture the degree of code-mixing in a
sentence. Code-mixed metrics include CMI,
M-index, I-index, Burstiness and Language
Entropy. Code-mixed metrics are computed
using token-wise language tags for their cal-
culation. We compute language tags using the
model released by Bhat et al. (2017) for Hindi-
English and script based identification is used
for Telugu-English, where Telugu tokens are
in Telugu script.

Using these input features that capture the se-
mantic and linguistic aspects of code-mixed lan-
guage, we train multiple regression models to pre-
dict the rating of each code-mixed sentence.

The regression models used for training in-
cluded a) Linear, b) Polynomial, and ¢) mBERT
(Multi-lingual Bidirectional Encoder Representa-
tions from Transformers) regressions. For BERT
based regressor, we add a regression head on top
of BERT model. Input to the mBERT based re-
gressor is the code-mix sentence appended with
the other input features described above. We eval-
uate the performance of regression models using
metrics such as Mean squared error (MSE), Root
mean squared error (RMSE), Mean absolute error
(MAE) and Coefficient of determination (R2) and
report the results Table 1 and Table 2 for Hindi-
English and Telugu-English respectively.

3.1.2 Probabilistic Filter

The regression filter relied on the ratings assigned
to synthetically generated code-mixed sentences

Regression MSE RMSE MAE R2

Linear 2.145 1.464 1.186 0.100
Polynomial(degree-2) 2.141 1.463 1.186  0.101
BERT 2.074 1.440 1.158 0.130

Table 1: Regression Models for Hindi-English

Regression MSE RMSE MAE R2

Linear 1.308 1.143 0947 0.274
Polynomial(degree-2) 1.303 1.141 0.943  0.271
BERT 1.107 1.052  0.826 0.383

Table 2: Regression Models for Telugu-English

by humans, which is a cost and time-intensive re-
source.

We train quality predictors based on the prop-
erties of these human generated code-mixed sen-
tences. HINGE dataset in addition to the syn-
thetically generated ones also contains human-
generated sentences. We compare features (e.g.
code-mixed metrics) of a candidate code-mixed
sentence against the distribution of same features
for human generated sentences. Computation-
ally, it is done by scoring the code-mixed sen-
tences based on the probabilistic distribution of
features observed in human-generated code-mixed
sentences.

The score of a code-mixed sentence is calculated
as the sum of probabilities of its feature values oc-
curring in the human-generated sentences. The for-
mula used for calculating is as follows:

score(CM) = Zn: Prob(f(Value)) (1)
=1

where: Prob(f(Value)) = Probability of
feature value

For instance, if a sentence has a CMI of 50, we
calculate the probability of code-mixed sentences
with a CMI index of 50 being present in our corpus
of human-generated code-mixed sentences.

The probability of a feature value is calculated
using Kernel Density Estimation of the feature.
In statistics, Kernel density estimation (KDE) is
the application of kernel smoothing for probability
density estimation. It is a non-parametric method
to estimate the probability density function of a ran-
dom variable based on kernels as weights.
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Given a Kernel Density Estimation curve for
a feature, probability for a interval of values can
only be obtained. We estimate the probability
for a particular value by calculating probability
for the range of values (featureValue-0.01, fea-
tureValue+0.01).

As we are utilizing code-mixed content that has
been created by humans, we have opted to utilize
the same dataset for filtering in both Hindi-English
and Telugu-English code-mixed sentences.

3.2 Data preparation for Encoder-Decoder
Models

The data* for training Encoder-Decoder models
is created using the above filters and applying
the trained filters on synthetically generated code
mixed generated texts.

From 72,490 Hindi and English parallel sen-
tences GCM toolkit generated 20,00,000 Hindi-
English code-mixed sentences, henceforth called
GCM-HiEn corpus.

We passed 73,298 Telugu and English parallel
sentences to generate 23,37,000 Telugu-English
code-mixed sentences, henceforth called GCM-
TeEn corpus.

The code-mixed sentences for training Encoder-
Decoder models using the above corpora are gen-
erated as follows:

* Random Sampler: 40,000 sentences are ran-
domly selected from each of GCM-HiEn cor-
pus and GCM-TeEn corpus.

* Polynomial Filter: : GCM-HiEn corpus and
GCM-TeEn corpus are passed through their
respective polynomial regression models and
highest rated 40,000 sentences are selected
from each corpora

* BERT Filter : GCM-HiEn corpus and GCM-
TeEn corpus are passed through their respec-
tive BERT regression models and highest
rated 40,000 sentences are selected from each
corpora

* Probabilistic Filter: Scores are calculated
for all the code-mixed sentences present in
GCM-HiEn corpus and GCM-TeEn corpus.
40,000 code-mixed sentences having highest
scores are selected from both the corpora.

“https://github.com/damasravanil9/Enhancing-Code-

mixed-Text-Generation-Using-Synthetic-Data-Filtering-in-
Neural-Machine-Translation

3.3 Training Encoder-Decoder Models

The filtered data from the above filtering pro-
cesses is passed through the following Encoder-
Decoder models to generate Hindi-English and
Telugu-English code-mixed sentences.

e mT5 : mT5 (Xue et al., 2021) is a multi-
lingual variant of 'Text-to-Text Transfer
Transformer" (T5) which is pre-trained on
new Common Crawl-based dataset compris-
ing of 101 languages. This model is specifi-
cally designed for multi-lingual language pro-
cessing tasks, including machine translation.
The capability of this model with multiple lan-
guages and the ability to generate text output
from text input makes it suitable for generat-
ing code-mixed text.

* mBART: mBART (Liu et al.,, 2020b) is
Encoder-Decoder de-noising auto-encoder
pre-trained on monolingual corpora in many
languages using the BART architecture. It
comprises of a shared encoder and language
specific decoders allowing it to transfer the
knowledge between languages preserving lan-
guage specific features. It has achieved state-
of-art performance on many cross-lingual
tasks including machine translation.

4 Experimental Setup

In this section, we present our experiments to
examine the effectiveness of each filter and its
contribution towards generating high-quality code-
mixed sentences. The experimental setup is de-
scribed in detail, followed by a comprehensive
analysis of the results obtained.

In our experimental setup, we performed fine-
tuning of pre-trained language models, namely
mT5 and mBART, for code-mixed text generation
in Hindi-English and Telugu-English.

The input to these models consists of the con-
catenation of two corresponding monolingual sen-
tences, and the output is a code-mixed sentence.
For each language pair, we fine-tuned each model
on four different training datasets created using
random Sampler, polynomial, BERT, and proba-
bilistic filters, respectively. Using a random sam-
pler as a baseline, our objective was to evaluate the
model's performance by using the same hyperpa-
rameters and an equal number of samples for both
random sampler and other filters.
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CALCS MrinalDhar ALLCS
mBART mT5 mBART mT5 mBART mT5
BLEU ROUGE-L BLEU ROUGE-L BLEU ROUGE-L BLEU ROUGE-L BLEU ROUGE-L BLEU ROUGE-L
Raw Sampler 1.89 18.02 291 15.3 4.58 18.32 8.45 11.73 3.14 10.62 6.75 12.40
Polynomial Filter 2.84 24.30 4.25 21.49 5.90 24.78 11.74 24.02 7.14 23.50 15.04 21.49
BERT Filter 4.92 32.46 541 22.44 9.23 3348 12.63 25.82 13.99 33.02 15.30 22.44
Probabilistic Filter ~ 4.84 28.82 6.52 20.67 9.61 28.61 15.95 20.69 17.97 28.8 30.02 24.84

Table 3: Performance of Hindi-English code-mixed generation models. Best performing models with highest BLEU

scores are marked in bold

SentiDataset

DialogueDataset

mBART mT5

mBART mT5

BLEU ROUGE-L BLEU ROUGE-L BLEU ROUGE-L BLEU ROUGE-L

Raw Sampler 4.56 18.54 7.86 20.52 4 16.26 3.27 15.43
Polynomial Filter 11.46 34.23 12.54 38.44 7.54 24.63 9.98 25.83
BERT Filter 10.04 473 14.05 39.56 9.34 27.75 11.71 28.32
Probabilistic Filter  12.42 9.15 21.96 53.56 11.018 31.28 17.39 28.77

Table 4: Performance of Telugu-English code-mixed generation models. Best performing models with highest

BLEU scores are marked in bold

We fine-tuned mT5 and mBART for Hindi-
English and Telugu-English code-mixed text gen-
eration using appropriate hyperparameters. For
mTS5, we trained with a batch size of 64 and a learn-
ing rate of 2e-3, while for mBART, we used a batch
size of 32 and a learning rate of 3e-6. We used the
default Ada-W optimizer (Kingma and Ba, 2014)
for training both models, and selected the hyperpa-
rameters to minimize the validation dataset loss.

4.1 Test Datasets

For Hindi-English code-mix text generation, we
used three different datasets for testing: (a) ALL-
CS dataset (b) CALCS-2021 (Chen et al., 2022)
shared task validation dataset and (c) A parallel
English and English-Hindi code-mixed sentences
dataset created by (Dhar et al., 2018), henceforth
called MrinalDhar dataset. The Hindi translations
for MrinalDhar dataset are obtained from Google
Translate of the corresponding English sentences.
The ALL-CS test dataset contains code-mixed sen-
tences and their corresponding Hindi translations,
while the English translations for this dataset were
generated using Google Translate.

For Telugu-English code-mix text generation,
we used two datasets a) Sentiment analysis dataset
proposed by Kusampudi et al. (2021), which con-
tains code-mixed sentences collected from Twit-
ter. We selected 500 code-mixed sentences from
this dataset, henceforth called SentiDataset. b)
(Dowlagar and Mamidi, 2023) provided 3005
code-mixed dialogs between doctors and patients.
We hand-picked 750 code-mixed sentences, hence-
forth called DialogueDataset for our evaluation.

The monolingual sentences for the corresponding
code-mixed sentences in the dataset are generated
manually.

We evaluate the performance of our mod-
els using standard metrics such as BLEU
scores(SacreBLEU) and ROUGE-L scores, and
report the results in Table 3 and Table 4 for
Hindi-English and Telugu-English, respectively.

5 Results and Analysis

The datasets used for evaluation include code-
mixed sentences that are sourced from various so-
cial media platforms (CALCS, MrinalDhar, Senti-
Dataset) as well as sentences that are generated by
humans(ALL-CS), and those that are transcribed
from speech (DialogueDataset). Our models were
able to achieve quality results on a variety of code-
mixed datasets, despite the differences in sampling
and characteristics between the training (synthet-
ically generated) and testing sets. This suggests
that our models are robust and can be applied to
a wide range of datasets with varying characteris-
tics and highlights the effectiveness of our models.

In a similar experiment proposed by (Tarunesh
etal.,2021), models when trained on synthetic data
and tested on the ALL-CS test dataset achieved a
BLEU score of 17.73. However, our mT5 model
trained with data after applying probabilistic fil-
tering outperformed it, achieving a much higher
score of 30.02. This significant improvement high-
lights the importance of using probabilistic models
for code-mixed language translation, as it allows
for better modeling of the underlying language pat-
terns and improves the overall performance of the
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Hindi : 3{SIfeMT U 1Y IcHTE & W2 $ Hlsel I98 H 9ol &
English : Angelina enters this final round with a new spirit
Code-mixed sentence : angelina T& A7 I & P g1l 9 final round g d

Generated code-mixed sentences :
Raw Sampler : Angelina ST this final round with a new spirit
Polynomial Filter : 39 final round Fomid
BERT Filter ifaT T new spirit & g1y 59 final round F I E
Probabilistic Filter : Angelina Ue new spirit & 121 9 final round ¥ I &

Figure 2: Example illustrating Hindi-English code-
mixed text generation using multiple filters

Telugu : 5°b &) 2635 v 855§ y dayoon.
English : But all the reports were positive,
Code-mixed sentence: 5°0 reports &% positive s Syo.

Generated code-mixed sentences :
Raw Sampler : But esdy 23635 33 reports
Polynomial Filter :s°% e reports positive 73 8265 y 5a7y00.
BERT Filter :.But esR), the reports were positive.
Probabilistic Filter : But esd positive rv reports 3a%yo.

Figure 3: Example illustrating Telugu-English code-
mixed text generation using multiple filters

system. Our mT5 model, fine-tuned on probabilis-
tic filtered data, achieves a lower BLEU score of
6.52 compared to the previous work by (Jawahar
et al., 2021). Their research reported the high-
est BLEU score of 14.6 for the CALCS valida-
tion dataset in the code-mixed generation task. No-
tably, we are unaware of any reported results for
the code-mixed generation task on the MrinalDhar
dataset.

The mBART model with BERT filtering
achieved the highest ROUGE-L scores, while the
mT5 model with probabilistic filtering achieved
the highest BLEU scores, for Hindi test datasets.
For Telugu test datasets, models with probabilistic
filtering achived higher ROUGE-L and BLEU
scores.

The BLEU and ROUGE-L scores demonstrate
how filtering plays a significant role in the
model's performance.  All testing datasets
are human-generated code-mixed sentences, high-
lighting how the filters aid in generating code-
mixed sentences that closely resemble human-
generated ones.

The Probabilistic filter uses the feature distri-
bution of human-generated code-mixed sentences
to improve the model's performance. This fil-
ter was initially created using the Hindi-English
dataset but was also applied to the Telugu-English
dataset, demonstrating its language-independent
nature. The good results obtained from Telugu-
English code-mixed test generation highlight the
power and effectiveness of this filtering mecha-

nism.

5.1 Error Analysis

We have conducted a manual analysis of the out-
puts generated by the models with the best BLEU
scores for the all test datasets. Based on this anal-
ysis, we have identified several areas where the
models exhibit errors. To better understand these
errors, we have categorized them into different
groups.

1. Sentence Truncation : It is observed that the
system generated incomplete sentences when
presented with long input lengths.

« JUHAT Manmohan Singh & 1Y I
Tl Y 37T breakfast meeting
- Translation : Along with Left parties
prime minister Manmohan Singh today
breakfast meeting.
- Explanation : The ending of the sen-
tence is missing.

o 237 oft o review B5RB ™™ 08 ©F),
| think it n
- Translation : Movie is also like like our
review, I think is n.
- Explanation : The model stopped gen-
erating after generating a character in the
last word. It also needs some more infor-
mation for complete understanding.

2. Bilingual word overlap : Some of the gener-
ated code-mixed sentences contain both lex-
ical/phrasal equivalents from both languages,
which can make the sentences understandable
but not natural-sounding as they do not reflect
how humans typically code-switch or code-
mix in conversation.

* Who told you this professor thing _g’q?ﬁ
Ry et

- Translation : "Who told you this profes-
sor thing, Who told you'.

- Explanation : The English phrase "Who
told you' has same meaning as the Hindi

phrase ‘T foed ST

3. Pseudo code-mixing : It appears that in some
cases, although the script is written in one lan-
guage it is actually a word from another lan-
guage in code-mixed sentences, actual code-
mixing may not be occurring to the extent that
it appears.
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* The code-mixed sentence & 3 &,
I got reply" generated by model, trans-
lates to *“oh my god, I got reply".
- Explanation : The phrase '& 3 &'
is English phrase 'oh my god' written in
Telugu script. So, the code-mixed sen-
tence is actually a monolingual sentence
in English.

4. Lack of intra word code-switching Our
analysis has revealed that our systems were
not able to handle intra-word level code-
mixing, where a single word contains char-
acters from both the languages. This issue
was especially prominent in Telugu-English
code-mixed sentences, where there is a high
degree of intra-word code-mixing due to the
structure and morphology of the Telugu lan-
guage.

* The voice clear S&o.
- Translation: The voice is not clear. The
reference code-mixed sentence in Dia-
logue dataset is : voice clearre S¢&.
The model could not generate clearrv,
which has intra-word level code-mixing.

6 Conclusion

In this work, we present a novel approach to cre-
ate high-quality silver parallel data for code-mixed
data. The primary focus of our approach is to se-
lect natural code-mix sentences from a larger syn-
thetically generated code-mixed corpus. Lever-
aging human knowledge, we train filters to se-
lect high-quality code-mixed sentences. Using the
filtered sentences, we fine-tune MLLMs for ma-
chine translation task. Our filtering-based neural
machine translation approach for code-mixed sen-
tence generation shows promising results across
various datasets, and different language pairs -
Hindi-English and Telugu-English.  The fine-
tuning of pre-trained models such as mT5 and
mBART has enabled us to generate high-quality
code-mixed sentences with minimal gold-standard
corpus. We also experimented with the probabilis-
tic filter method, which does not need human anno-
tations for quality but relies on human generated
code-mixed sentences. The probabilistic filter is
effective and language-independent, as probabilis-
tic filter either matches or outperforms other filters
proposed in the study. It can easily be extended to

other languages, unlike other mechanisms that re-
quire human effort. Our study has implications for
the generation of natural code-mixed sentences at
scale - which can improve downstream task perfor-
mances.

6.1 Limitations and Future Work

Training supervised filters for the quality of code-
mixed text is dependent on the availability of
human-annotated corpus. The availability of such
resource limits the extension of our methods to
other language pairs. It would also be worthwhile
to investigate the effectiveness of filtering tech-
niques creating high-quality code-mixed data, par-
ticularly low-resource languages, for advancing
the research for resource-constrained code-mixing
language pairs. Additionally, One-shot and Zero-
shot learning techniques could also be explored to
determine whether the models are trained to gener-
ate code-mixed sentences in general or if it is spe-
cific to the languages they are trained upon.

One potential future research direction is to ex-
plore the performance of models when trained on
a combination of various filtering mechanisms for
generating code-mixed text. BERT and polyno-
mial filters are created based on GCM, which gen-
erates code-mixing using some techniques only. A
further analysis by humans on the code-mixed sen-
tences generated using these as training data could
give us valuable insights into these approaches.

In this study, we have relied on n-gram over-
lap measures (BLEU, ROUGE) for evaluating the
models. In the context of code-mixing, such mea-
sures are limited because there could be multi-
ple ways of writing the same code-mixed sen-
tence. Even if the model output is valid and se-
mantically coherent code-mixed translation, mea-
sures like BLEU/ROUGE could mischaracterize
the quality of translations. Exploring semantic
evaluation methods (like BERTScore) for code-
mixed text could be another avenue for future
work.
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