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Abstract

Recent research using pre-trained transformer
models suggests that just 10 minutes of tran-
scribed speech may be enough to fine-tune
such a model for automatic speech recognition
(ASR) — at least if we can also leverage vast
amounts of text data (803 million tokens). But
is that much text data necessary? We study the
use of different amounts of text data, both for
creating a lexicon that constrains ASR decod-
ing to possible words (e.g. *dogz vs. dogs), and
for training larger language models that bias the
system toward probable word sequences (e.g.
too dogs vs. two dogs). We perform experi-
ments using 10 minutes of transcribed speech
from English (for replicating prior work) and
two additional pairs of languages differing in
the availability of supplemental text data: Gron-
ings and Frisian (~7.5M token corpora avail-
able), and Besemah and Nasal (only small lex-
ica available). For all languages, we found that
using only a lexicon did not appreciably im-
prove ASR performance. For Gronings and
Frisian, we found that lexica and language mod-
els derived from ‘novel-length’ 80k token sub-
corpora reduced the word error rate (WER)
to 39% on average. Our findings suggest that
where a text corpus in the upper tens of thou-
sands of tokens or more is available, fine-tuning
a transformer model with just tens of minutes
of transcribed speech holds some promise to-
wards obtaining human-correctable transcrip-
tions near the 30% WER rule-of-thumb.

1 Introduction

Automatic speech recognition (ASR) systems can
help speed up the labour-intensive process of tran-
scribing speech by providing human-correctable
first-pass transcriptions. The Catch-22, however, is
that some speech must first be manually transcribed
in order to develop a sufficiently performant ASR
system. As such, recently developed pre-trained
transformer models for speech such as wav2vec 2.0
(Baevski et al., 2020) have spurred on much exper-

imentation to leverage them to accelerate transcrip-
tion workflows in language documentation contexts
(e.g. Coto-Solano et al., 2022; Guillaume et al.,
2022; Macaire et al., 2022; San et al., 2022; Zhang
et al., 2022), given a much reduced upfront cost in
terms of transcribed speech.

Impressively, Baevski et al. (2020) showed that
a wav2vec 2.0 model pre-trained on 960 hours of
untranscribed English speech required just 10 min-
utes of transcriptions to yield competitive results on
the LibriSpeech ASR benchmark (Panayotov et al.,
2015). This result, however, also leveraged the
official LibriSpeech lexicon and language model
derived from the entire 803 million token text cor-
pus based on 14.5k public domain books.1 How-
ever, an in-domain text corpus of such size is not
within immediate reach for many other languages.
In this paper, we investigate the real-world ASR
performance achievable with 10 minutes of tran-
scribed speech along with more tenable amounts
of supplemental text data.

We first replicated the wav2vec 2.0 experiments
on LibriSpeech and then extended them by creating
lexica and language models using reduced amounts
of supplemental text data (8M, 80k, and 8k tokens)
from both the in-domain LibriSpeech text corpus
and an out-of-domain corpus composed of web-
scraped text (Common Crawl: Buck et al., 2014).
Our experiments showed that first-pass transcrip-
tions within the 20-30% word error rate (WER)
rule-of-thumb (Gaur et al., 2016; Sperber et al.,
2016) can indeed be obtained with just 10 minutes
of transcribed speech if supplemented with a lex-
icon and language model derived from a corpus
with at least 80k tokens.

We then performed analogous experiments with
two pairs of languages differing in the availability
of supplemental texts: Gronings and Frisian (two
Germanic languages for which a modest amount
of external text-only data can be sourced), and

1https://www.openslr.org/11/
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Besemah and Nasal (two Malayo-Polynesian lan-
guages for which the documentation projects’ own
materials constitute the only available text data).
For these experiments, we used 10 minutes of au-
dio from each of the languages to fine-tune the mul-
tilingual wav2vec 2.0 XLS-R model (Babu et al.,
2021) that is pre-trained on 450k hours of speech
from 128 languages.

For all four languages we found that using only
a lexicon to restrict ASR system output to possible
words did not appreciably reduce the WER. For
Gronings and Frisian, where there was sufficient
text data to derive both lexica and language models
from various samples (~7.5M, 80k, and 8k tokens),
we found that those derived from 80k tokens of
text reduced the WER to 34.9% for Gronings and
43.0% for Frisian (mean: 39.0%).

While these error rates are above the 20-30%
rule-of-thumb for first-pass transcriptions (Gaur
et al., 2016; Sperber et al., 2017), it is worth noting
that the multilingual XLS-R model used for Gron-
ings and Frisian was not pre-trained on the target
datasets. This is in contrast to the English wav2vec
2.0 model, which was pre-trained on all 960 hours
of the target LibriSpeech dataset. Thus, if com-
bined with a domain adaptation technique (e.g. con-
tinued pretraining: Gururangan et al., 2020), our
results suggest that where 80k or more of supple-
mentary text is available, fine-tuning a pre-trained
model with just tens of minutes of transcribed
speech could help kick-start a virtuous cycle of
data collection and training for ASR system devel-
opment.

2 Motivations

2.1 Related work

As mentioned above, there have been several recent
studies appraising the utility of pre-trained trans-
formers for ASR in language documentation set-
tings. Coto-Solano (2022) reported that the XLS-R
model fine-tuned with 4 hours of transcribed speech
from Cook Islands Māori yielded a WER of 22.9%
without using a language model (LM). Similarly,
Guillaume et al. (2022) found that the XLS-R
model fine-tuned with 10 hours of transcriptions
from Japhug yielded a WER of 18.5% also without
a LM. Notably, both these studies explicitly men-
tioned that the system outputs (~20% WER) did
indeed appear suitable as first-pass transcriptions
for their respective projects and that LM integration
is a clear next step.

Of the two studies that have examined the use of
a LM with a fine-tuned wav2vec 2.0 model for lan-
guage documentation projects (Macaire et al., 2022;
San et al., 2022), a common theme has been to ex-
amine the effect of varying amounts of transcribed
speech (e.g. 10–70 minutes) with and without the
use of a LM trained on the full corpus (e.g. 74.5k
tokens of text). Similarly, the original wav2vec 2.0
experiments by Baevski et al. (2020) also only ex-
amined the use of different amounts of fine-tuning
data (10 minutes to 960 hours), with or without the
use of LMs trained on an 803M token corpus.

Given the broader community interest in using
fine-tuned wav2vec 2.0 models with LM integra-
tion, we undertook a series of experiments holding
constant the amount of fine-tuning data (i.e. 10
minutes) while varying the amount of LM train-
ing text (e.g. 8k–8M tokens) to complement the
aforementioned studies.

2.2 Language projects

For Besemah, Nasal, and Gronings, the motiva-
tion for the development of ASR systems is to
help derive first-pass transcriptions and hence ac-
celerate the process of indexing a large collection
of audiovisual materials. Besemah (ISO 639-3:
pse) and Nasal (ISO 639-3: nsy) are two Malayo-
Polynesian languages spoken in Sumatra, Indone-
sia. For both languages, approximately 45 hours
of informal conversations have been collected as
part of fieldwork by author BM. Part of these col-
lections have been transcribed by author BM and
collaborators from the Besemah (author HF) and
Nasal communities (authors JS and WS). The col-
lections are managed by authors BB and EF and
are accessible at PARADISEC (McDonnell, 2008,
2019).

Gronings (ISO 639-3: gos) is a Low Saxon lan-
guage variant spoken in the province of Groningen
in the Netherlands. An ongoing language docu-
mentation project (of which author MB is part) has
so far recorded approximately 15 hours of speech,
with more being continually gathered. The materi-
als will be used to create ASR and text-to-speech
systems to be made available through an online cul-
tural portal.2 For an additional point of comparison
in our experiments, we also included West Frisian
(another minority language spoken in the Nether-
lands; ISO 639-3: fry), using data from the FAME!
ASR corpus (Yilmaz et al., 2017).

2https://www.woordwaark.nl
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3 Method

For English, we used the ‘1h/0’ ten minute train-
ing set defined in Libri-Light (Kahn et al., 2020)
to approximate the fine-tuning experiments in
Baevski et al. (2020). As supplementary text data,
we used the official normalised LibriSpeech as the
in-domain corpus and Common Crawl (Buck et al.,
2014) as the out-of-domain corpus.

For Besemah, Nasal, Gronings and Frisian, we
constructed comparable 4-hour datasets for our
broader set of ASR experiments. Each dataset is
composed of an 80/10/10 train/dev/test split, ap-
proximately 24 minutes for each of the dev and test
sets and 3.2 hours for training set, from which we
sampled 10 minutes for the experiments reported
here. As supplementary text data, we sourced two
9.5k word lists for Nasal and Besemah from project
materials and remaining transcriptions not included
in the ASR corpora. For Gronings and Frisian, we
sourced two ~7.5M corpora used in de Vries et al.
(2021).

For English, we used the monolingual English
wav2vec 2.0 model (Baevski et al., 2020). For the
other four languages, we used the multilingual
XLS-R model (Babu et al., 2021). For fine-tuning
these models, we used the HuggingFace Transform-
ers library (Wolf et al., 2019). For beam search de-
coding with a lexicon and language model, we used
the torchaudio implementation of the Flashlight de-
coder (formerly wav2letter: Kahn et al., 2022) used
in the original paper. We fine-tuned each model
for 12k steps and then selected the best checkpoint
based on the dev set WER using greedy decoding
(for Besemah and Nasal) or beam search decoding
with fixed parameters (language model weight: 2,
word insertion penalty: -1). We then performed a
parameter search with the best checkpoint to further
optimise the dev set WER. We repeated the decod-
ing experiments with 5 different random samples
of each size of sub-corpora. All our experiment
code is available on GitHub.3

4 Results and discussion

The results from our experiments are collated in Ta-
ble 1. For English, we found that fine-tuning with
10 minutes of transcribed speech yielded a test set
WER of 40.2 (Row E1) without the use of supple-
mentary texts and a WER of 14.2 (Row E3) using
a lexicon and language model derived from the

3https://github.com/fauxneticien/
w2v2-10min-exps/

full 803M LibriSpeech text corpus. These WERs
are consistent with those reported by Baevski et al.
(2020, Table 9), respectively: 45.3 and 13.1, allow-
ing for some error likely from differences in the 10
minute samples.4

For all languages, we found that using only a
lexicon did not appreciably reduce the WER. For
example, for English, the test set WER remained
practically the same with or without a lexicon
(Row E1 vs. E2: 40.2 vs. 40.5). For Nasal, the
test set WER increased from 70.7 without a lexicon
(Row N1) to 75.1 when using a small 9.5k token
lexicon (Row N2), which led to many erroneous
substitutions from the combination of an already
high WER and high out-of-vocabulary rate.

For English, Gronings, and Frisian, we found
that using lexica and language models derived from
80k of out-of-domain supplementary texts appre-
ciably reduced the mean test set WER. For English,
the test set WER was reduced from 40.2 (Row E1)
to 27.7 (Row E8). For Gronings, the test set WER
was reduced from 44.0 (Row G1) to 34.9 (Row
G4). For Frisian, the test set WER was reduced
from 53.1 (Row F1) to 43.0 (Row F4). These re-
sults suggest that where supplemental texts in the
upper tens of thousands or more are available, fine-
tuning a wav2vec 2.0 model with just tens of min-
utes of speech holds promise for deriving first-pass
transcriptions near the 20-30% rule-of-thumb.

For English, the acceptably low sub-30% WER
likely reflect an idealised set of circumstances in
that the wav2vec 2.0 model used was pre-trained
on the target dataset and that the genre of the audio
is read speech. Regarding genre, the higher propor-
tion of read speech in the Gronings dataset likely
reflects its lower WER compared to Frisian, which
has mainly news and radio broadcasts. Regarding
pre-training, the multilingual XLS-R model used
for Gronings and Frisian was not pre-trained on
these datasets. This disadvantage could be partially
overcome by a domain adaptation technique such
as continued pre-training (Gururangan et al., 2020)
or by using a wav2vec 2.0 model pre-trained on
a similar language such as Dutch (Bartelds and
Wieling, 2022). Macaire et al. (2022) report a 5–
9% reduction in WER when using a wav2vec 2.0
model pre-trained on French over a multilingual
model when fine-tuning for ASR on Gwadloupéyen
and Morisien, two French-based creole languages.

4There was no indication as to which of the six 10-minute
Libri-Light training sets were used in the original experiments.

https://github.com/fauxneticien/w2v2-10min-exps/
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wav2vec 2.0 model
(Fine-tuning data, 10 mins)

Language model
(Text corpus size, no. of tokens)

Mean WER (SD) Mean CER (SD)

dev test dev test

LS-960 (English)

E1. None 40.4 40.2 13.0 12.8

E2. None, lexicon only (973k) 40.1 40.5 12.3 12.2

LIBRISPEECH (in-domain)
E3. 4-gram, full corpus (803M) 13.4 14.2 6.51 6.75

E4. 4-gram, subset (8M) 15.9 (0.09) 16.6 (0.07) 7.41 (0.05) 7.58 (0.07)

E5. 3-gram, subset (80k) 23.5 (0.13) 24.1 (0.12) 10.5 (0.07) 10.6 (0.10)

E6. 3-gram, subset (8k) 36.5 (0.20) 36.8 (0.34) 17.1 (0.09) 17.0 (0.15)

COMMONCRAWL-EN (out-of-domain)
E8. 3-gram, subset (80k) 27.7 (0.13) 27.7 (0.10) 12.1 (0.13) 12.0 (0.13)

E9. 3-gram, subset (8k) 39.8 (0.12) 39.8 (0.24) 18.5 (0.19) 18.3 (0.22)

XLS-R (Gronings)

G1. None 43.8 44.0 11.2 11.3

G2. None, lexicon only (216k) 41.4 40.7 10.5 10.3

G3. 4-gram, full corpus (7.6M) 23.4 (0.22) 22.3 (0.22) 7.61 (0.62) 7.44 (0.71)

G4. 3-gram, subset (80k) 35.6 (0.30) 34.9 (0.51) 11.8 (0.28) 11.4 (0.34)

G5. 3-gram, subset (8k) 45.6 (0.41) 46.3 (0.24) 16.9 (0.67) 16.7 (0.43)

XLS-R (Frisian)

F1. None 55.1 53.1 18.6 18.3

F2. None, lexicon only (251k) 53.8 51.7 17.9 17.6

F3. 4-gram, full corpus (7.4M) 36.7 35.2 16.3 15.9

F4. 3-gram, subset (80k) 44.4 (0.37) 43.0 (0.22) 20.3 (0.16) 19.9 (0.22)

F5. 3-gram, subset (8k) 54.2 (0.39) 52.2 (0.29) 26.2 (0.30) 26.0 (0.25)

XLS-R (Besemah)
B1. None 62.3 62.1 21.4 21.2

B2. None, lexicon only (9.5k) 59.9 62.2 20.1 21.2

XLS-R (Nasal)
N1. None 67.2 70.7 23.1 25.5

N2. None, lexicon only (9.5k) 70.1 75.1 24.1 26.1

Table 1: Results of fine-tuning wav2vec 2.0 models (LS960: pre-trained on 960 hours of English; XLS-R pre-trained
on 400k hours of speech from 128 languages) for automatic speech recognition (ASR) using only 10 minutes of
transcribed speech from a target language and with varying amounts of reliance on supplementary text data. ASR
performance measured by word error rate (WER) and character error rate (CER). For subset experiments, reported
means and standard deviations (in parentheses) were derived across 5 runs with different samples of the text corpus.
Alphanumeric labels (E1–N1) used to assist with in-text references to results. Highlighted numbers indicate the
smallest supplementary text corpus size which yielded an appreciably lower WER.

For languages where tens of thousands of to-
kens in supplementary texts are not available, we
suspect it remains unavoidable for the time being
that more than 10 minutes of transcribed speech is
required to begin ASR system development. For
reducing the out-of-vocabulary rate with lexica and
LMs derived from small text corpora, decompos-
ing words into sub-word units (e.g. syllables) may
be worth investigating. In trialling an interactive
transcription app for Kunwinjku, Le Ferrand et al.
(2022) report that incorporating syllable unigram
frequencies derived from a word list improved the
word retrieval performance by 4% (F-score).

5 Conclusion

We investigated the real-world performance obtain-
able when leveraging various amounts of supple-
mental text data to help kick-start automatic speech
recognition (ASR) system development with only
a limited amount of transcribed speech. Our re-
sults suggest that fine-tuning a pre-trained trans-
former model with just 10 minutes of transcribed
speech may hold some promise for deriving human-
correctable first-pass transcriptions if the ASR sys-
tem can incorporate a lexicon and language model
derived from a ‘novel-length’ corpus with at least
80,000 tokens or more of text.
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