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Abstract
In developing countries like India, doctors
and healthcare professionals working in pub-
lic health spend significant time answering
health queries that are fact-based and repetitive.
Therefore, we propose an automated way to an-
swer maternal and child health-related queries.
A database of Frequently Asked Questions
(FAQs) and their corresponding answers gen-
erated by experts is curated from rural health
workers and young mothers. We develop a
Hindi chatbot that identifies k relevant Ques-
tion andAnswer (QnA) pairs from the database
in response to a healthcare query (q) written
in Devnagri script or Hindi-English (Hinglish)
code-mixed script. The curated database cov-
ers 80% of all the queries that a user of our
study is likely to ask. We experimented with (i)
rule-based methods, (ii) sentence embeddings,
and (iii) a paraphrasing classifier, to calculate
the q-Q similarity. We observed that paraphras-
ing classifier gives the best result when trained
first on an open-domain text and then on the
healthcare domain. Our chatbot uses an ensem-
ble of all three approaches. We observed that if
a given q can be answered using the database,
then our chatbot can provide at least one rele-
vant QnA pair among its top three suggestions
for up to 70% of the queries.

1 Introduction

With inequality in healthcare access across urban
and rural parts of India, pregnant and postpartum
women in rural areas suffer from low access to
healthcare due to limited time with healthcare pro-
fessionals, language barriers in doctor-patient com-
munication, and societal barriers. In resource-
constrained environments, digital support groups
are a common platform to seek information about
various maternal and child healthcare-related is-
sues (Das and Sarkar, 2014; Kaur et al., 2019; Ya-
dav et al., 2022). The moderators of such support
groups are overburdened with enormous queries
and find it challenging to provide answers timely.

Moreover, group members often ask their health
queries in regional languages such as Hindi or
Hinglish1. Given the doctor-to-population ratio
of 4.8 doctors per 10000 people in India (Potnuru
et al., 2017), the scalability of such healthcare inter-
ventions involving doctors becomes challenging
(Kaur et al., 2019). Thus, it presents an opportu-
nity to extend informational support to pregnant
and postpartum women through a chatbot that can
answer their written queries in their local language.
Chatbots are used in various domains, from rail-

ways ticket reservations to food delivery2. Chat-
bots have taken up different roles in healthcare,
such as psychotherapists, nurses, doctors, and
medical consultants (Weizenbaum, 1966; Agrawal
et al., 2017; Comendador et al., 2015). Chatbots
have the potential to act as the first point of contact
for women seeking answers for maternal and child
healthcare-related queries, especially in resource-
constrained environments (Yadav et al., 2019b). In
this work, we explore the potential of a chatbot to
provide accurate healthcare information by retriev-
ing the best matching FAQs with their correspond-
ing answers (Mittal et al., 2021).
We developed a chatbot that provides k most

relevant FAQs with their corresponding answers
(QnA pairs) in response to a healthcare query. The
chatbot uses a curated database of QnA pairs in
the Hindi language with answers vetted by health-
care professionals. Our chatbot can process user
queries written in Latin script (native script for
English) and Devanagari script (native script for
Hindi). Figure 1 illustrates the overall architec-
ture of the proposed chatbot. For evaluation, we
obtained a set of healthcare queries from ASHA

1It is a colloquial term to describe a language written using
the English script (Latin), but the grammar and vocabulary are
borrowed from Hindi. It is also called Hindi-English code-
mixed language. For example, ‘नमस्ते ’(hello) is written as
‘namaste’.

2https://www.chatbotguide.org/dominospizza-bot
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Figure 1: The architecture of the proposed chatbot is shown above. A user query (q) can be in the Devanagari or
Latin script. The chatbot fetches top-k most similar Question-Answer (QnA) pairs from the ASHA-FAQ database
and shows the user one question (Q) at a time.

workers3. In this paper, we discuss different al-
gorithmic approaches to developing chatbots and
the efficiency of these approaches in providing rel-
evant QnA pairs. The three primary approaches
used in this work are (i) the rule-based method, (ii)
sentence embeddings, and (ii) paraphrasing classi-
fiers. An ensemble model of all three primary ap-
proaches was found to be performing better than
other methods. We release the source code of our
chatbot to encourage future research in this direc-
tion 4.

2 Related Work

Earlier works on developing chatbots in health-
care using AI started with user query reformu-
lation and using knowledge from search engines
(Brill et al., 2002). They were made for the En-
glish language, and the same techniques could not
be used for Hindi speakers due to the scarcity of
resources. Kothari et al. (Kothari et al., 2009)
aimed to develop a FAQ retrieval system for the
unstructured English language written as a short-
hand for SMS by the Indian population. It re-
lied on character-level features to calculate the sen-
tence similarity scores. Initial works on build-
ing a QnA system for the Hindi language were
restricted to exploiting information from shallow
speech features like POS tags (Sahu et al., 2012).
In constructing an automatic question-answering
system for English-Hindi code-switched language
(also known as Hinglish), the word-level transla-
tion of code-switched queries to English queries
was a common practice due to a lack of resources
in the Hindi language (Raghavi et al., 2015; Sekine
and Grishman, 2003). Such approaches fail to gen-

3They are Accredited Social Health Activists (ASHA) em-
ployed by the Ministry of Health and Family Welfare, India.
They are frontline health workers connecting the rural popu-
lation with the state health system.

4github.com/ritwikmishra/asha-chatbot

eralize because Hindi-to-English word-level trans-
lations are highly dependent on the position of the
Hindi word in the sentence (Ray et al., 2018).
Previously cross-lingual word embeddings have

been used to solve a healthcare QnA system in low-
resource African languages(Daniel et al., 2019). It
has been empirically shown that fine-tuned ma-
chine learning models using embeddings from
pre-trained transformer-based encoders like BERT
outperform many other traditional AI models
on various tasks(González-Carvajal and Garrido-
Merchán, 2020; Hao et al., 2019). Earlier works
have shown the efficiency of BERT-based models
in measuring sentence similarity for FAQ retrieval
tasks(Bhagat et al., 2020; Sakata et al., 2019).
In this paper, we compared the performance of

different approaches for measuring sentence simi-
larity between Hindi sentences from the maternal
healthcare domain. For a given user query (q),
the most similar question (Q) and its correspond-
ing answer (A) are fetched from the ASHA-FAQ
database, which is described in the next section.

3 Data Description

We collected data from four prior studies by taking
permission from the authors (Yadav et al., 2019a,b,
2021, 2017). The data consists of hundreds of
pairs of questions and answers (in audio and text
modality), as asked in the real world by com-
munity health workers and pregnant and postpar-
tum women regarding maternal and child health is-
sues. Health experts have provided the answers to
these questions. The audio data was transcribed
and annotated with the help of two healthcare pro-
fessionals. Both annotators had a bachelor de-
gree in medicine and surgery, a master’s in pub-
lic health, and experience working in maternal and
child health. The two annotators manually tran-
scribed each session in the Devanagari script.
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In this work, annotations were performed using
an online transliteration tool5 and Audino (Grover
et al., 2020). More than 18 hours of audio in
the healthcare domain were transcribed to obtain
1150 question-answer (QnA) pairs. Subsequently,
we received 217 maternal health question-answer
pairs from Yadav et al. (Yadav et al., 2019b) and
added them to our ASHA-FAQ database resulting
in a total of 1365 unique questions and 1338 unique
answers 6.
Due to the COVID-19 pandemic, AI model field

testing was not feasible. Therefore, to evaluate
the models on real-time data, a total of 336 new
user queries (q) were collected from ASHA work-
ers with the help of a non-governmental organiza-
tion (NGO) partner. We requested ASHA workers
to provide us with queries that they frequently en-
counter. With the help of public health profession-
als (with a master’s degree in public health), the
authors annotated these 336 queries with relevant
questions from theASHA-FAQdatabase. For each
query q, authors identified completely and par-
tially matching QnA pairs from the ASHA-FAQ
database. Both types of matching (complete and
partial) have been treated as relevant in this work.
It has been found that, among 336 queries, 270
user queries had at least one relevant question in
the database. Hence, the coverage of the ASHA-
FAQ database is 80% in our experiment. The 270
questions, as mentioned above, will be treated as
the hold-out test set to evaluate the performance
of different FAQ-retrieval approaches used by our
chatbot.
In order to train a deep-learning model to cal-

culate the sentence similarity score between two
Hindi sentences, we scraped Hindi news articles
from the Inshorts website7. Each data point (di)
in the scraped dataset (D) consisted of news arti-
cle text (ti), its headline (hi), a summary of the
text (tsi ), and a paraphrased headline (h

p
i ). We col-

lected more than 17K data points in our dataset.
For a negative (or not-paraphrased) headline of hi,
a random headline is chosen from the paraphrased
headlines8.
Our Inshorts dataset contains 35K Hindi sen-
5easyhindityping.com
6Wewill be releasing a subset of the ASHA-FAQ database

to show the working of our chatbot. Full database will be
released in future research work.

7inshorts.com/hi/read
8We also experimented with curated negatives i.e. neg-

ative headline = headline (hp
j ) having the highest keyword

overlap with hi where i ̸= j. It didn’t improve the results.

tences, from the news domain, classified into
two classes (paraphrased or not-paraphrased), with
equal representation of both classes. We are releas-
ing the scraping scripts and hyperlinks to the news
articles in the repository mentioned above. To the
best of our knowledge, it is the most expansive
dataset available for paraphrase detection in the
Hindi language. Since the Inshorts dataset is from
the open domain (news), we constructed a question
paraphrase dataset in the healthcare domain. We
manually paraphrased questions from the ASHA-
FAQ database and treated them as positive exam-
ples of paraphrases. Random sentences were taken
as negative examples. The dataset thus created is
called the AshaQs dataset, and it contains about
1500 healthcare-related question pairs classified
into two classes (paraphrased or not-paraphrased)
in a balanced manner.
The performance of different FAQ retrieval

models is compared using five information re-
trieval evaluation metrics, namely: Mean Average
Precision (mAP), Mean Reciprocal Rank (MRR),
Success Rate (SR), normalized Discounted Cumu-
lative Gain (nDCG), and Precision at 3 (P@3)
(Sakata et al., 2019). Success Rate is the simplest
to understand because it represents the percentage
of user queries for which at least one relevant sug-
gestion was given in the top-k suggestions.

4 Methodology

Our work aims to take input as a user query (q)
and produces an output as top-kmost relevant QnA
pairs from the ASHA-FAQ database. Therefore,
the given task is modeled as a FAQ retrieval prob-
lem. We tried to solve this FAQ retrieval problem
through three primary approaches. Results from
best-performing approaches are taken to form an
ensemble method. All three of our approaches are
able to convert Latin script in user input query to
Devanagari script. We used the indic-trans library
for the transliteration (Bhat et al., 2015).

4.1 Dependency Tree Pruning (DTP )
A dependency parse tree was created for the given
sentence, and we extracted all the important key-
words by pruning the tree using handcrafted rules.
Stanza library is used to extract shallow features
like Part-Of-Speech (POS) tags and create the de-
pendency tree for Hindi language (Qi et al., 2020).
Tree pruning is done in the following three steps:

I. Advice Removal: In the dependency tree, if
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any children of the root node contain words
like सलाह (advice) or इलाज (treatment), or
if the root node is an inflection of the Hindi
wordकर (do) and has a child asचािहए (should)
or क्या (what); then the child with the maxi-
mum number of descendants is made the new
root, and the original root along-with rest of
its children are pruned from the tree.

II. Node removal: After a manual analysis of
many dependency trees, we inferred that
some nodes with specific dependency rela-
tions do not contribute to the underlying
meaning of the query. The chosen depen-
dency relations were: dep, displocated, dis-
course, expl, cc, case, aux, aux:pass, and
mark. Hence, the nodes connected to the
dependency tree with these relations are re-
moved.

III. Compound merging: In the Hindi language,
some actions are expressed through a pair of
verbs called compound verbs. For eg: रपै
करना (wrap doing) here the first verb is the
verb stem, and the second verb is a container
for inflections like gender, number, and tense.
In the compound merging step, all the com-
pound verbs are reduced to their verb stems
only. We used the dependency relation called
compound to identify the compound verbs.

Since the Hindi language generally follows the
subject-object-verb paradigm, post-order traversal
was used to extract the words from the pruned de-
pendency tree. It is done to make the extracted sen-
tencemore readable. Lemmatization is done on the
words to remove the inflections during the traver-
sal.
Using the DTP method, we extracted the key-

words for every question (Qi) in the ASHA-FAQ
database. Precision and recall between the user
query (q) and Qi is calculated by comparing the
overlap between their keywords. We use F −
measure(q,Qi) as the comparison metric, repre-
senting the sentence similarity score between q and
the ith question in the database (Qi).

4.2 Sentence-pair Paraphrasing Classifier
(SPC)

The notion is to train a deep learning model to
predict a score representing the extent to which
the given sentence-pair conveys the same infor-
mation. The predicted score from the classi-

fier is taken as the sentence similarity score for
a given sentence-pair. If two sentences in a
given sentence-pair convey identical information,
then the trained model is supposed to predict a
value closer to one. We fine-tune a pretrained
multilingual-transformer-encoder (or simply en-
coder henceforth) responsible for generating d-
dimensional embeddings for the given sentence-
pair. The embeddings are fed to a Feed-Forward
Neural Network (FFNN) with a single output node
to predict the sentence-similarity score. Earlier
works have shown the superiority of fine-tuned
encoders for paraphrase detection tasks in Hindi
sentences under the IndicGLUE benchmark (Kak-
wani et al., 2020; Venkatesh et al., 2022). We fine-
tuned ourSPC on the Inshorts dataset andAshaQs
dataset using the Huggingface library (Wolf et al.,
2020).

4.3 Cosine Similarity (COS)

We used different encoders to obtain a d-
dimensional vector representation of q and Qi, as
E(q) and E(Qi), respectively. We used a pre-
trained encoder from the SentenceTransformer li-
brary (Reimers and Gurevych, 2020) to obtain the
vector representation of sentences. The traditional
cosine similarity between E(q) and E(Qi) repre-
sents the sentence similarity score between q and
Qi.

Ensemble method (E)
TheDTPmethodologywas selected due to its inter-
pretability, in contrast to the SPC and COSmethod-
ologies, which have demonstrated remarkable re-
sults in sentence similarity tasks. Additionally, we
present an ensemble technique that generates sen-
tence similarity scores by leveraging the outputs of
the aforementioned three primary methodologies.
For every input query, each approach above pro-

duced a list of the most similar QnA pair from the
ASHA-FAQ database, along with their respective
sentence similarity score. Top-k QnA pairs with
the highest scores are chosen as the final sugges-
tions for each input query. It was observed that
for some input queries, one approach performed
better than the rest, whereas it performed worse
for some. Hence, an ensemble method is devel-
oped to construct another top-k suggestion from
the final suggestions of different approaches. The
ensemble method adds the scores of repeated sug-
gestions, and top-k suggestions having the highest
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Figure 2: Performance of fine-tuned SPC on the hold-out test-set with ten different random seeds. A random seed
is responsible for weight initialization in linear layers and the data shuffling between training-testing sets before
fine-tuning. The fine-tuned SPC produces top-k QnA suggestions for a given user query (q) where k equals 3.
The solid line and the shaded region represent the mean and standard deviation, respectively. The figure depicts
the rise in performance of SPC approach when it is fine-tuned on an in-domain data for a single epoch.

DTP DTPq−e SPC SPC+A SPCq−e COS COSq−e E
mAP 30.5 35.1 39.4 31.1 39.1 26.5 27.9 45.3
MRR 42.6 48.5 54.6 42.2 54.2 38.7 41.0 61.6
SR 27.1 59.6 66.2 49.6 64.4 47.7 51.1 70.3

nDCG 45.5 51.2 57.1 43.9 56.5 40.8 43.3 62.5
P@3 27.1 30.0 34.6 34.6 34.6 22.7 23.9 34.6

Table 1: Comparison of all three primary approaches on hold-out test set for top-3 suggestions extracted by our
chatbot. The ensemble (E) is obtained by taking the best-performing models, highlighted with yellow , from each
primary approach. Evidently, the ensemble approach outperforms all the other approaches.

scores are extracted as final suggestions of the en-
semble method.

5 Results

It has been observed that, among the top-3 sug-
gestions, DTP gave at least one relevant sugges-
tion only in 27.1% of user queries in the hold-out
test set. We explored the possible reasons for its
failures and found out that the method could not
handle the polysemous nature of words. For exam-
ple, DTP considers शुगर (sugar) and डायिबटीज (di-
abetes) as entirely different words. However, the
two words are interchangeably used in the Indian
subcontinent to describe a prevalent disease called
Diabetes mellitus.
We tried to solve the polysemous word problem

by maintaining buckets of such words. Whenever
a single word from a bucket is encountered in ei-
ther q or Qi, the rest of the words from the bucket
are added to the sentence. Expanding the query
in such a manner is called query-expansion (q-e)
in automatic question answering (Ray et al., 2018).
It is shown to improve the DTP method by giving

relevant suggestions in 59%of the user queries. Ta-
ble 1 shows the performance boost in DTP due to
q-e variation. Ablation study highlighting the im-
portance of different pruning strategies in DTP is
illustrated in Table 3 of Appendix A.
Multiple encoders were used to build the SPC

model. It was observed that the bert-base-
multilingual-cased (mbert) encoder by Devlin
et al. (2018), gave better results than other pre-
trained multilingual encoders. Moreover, fine-
tuning SPC model with three linear layers on top
of the encoder resulted in the best performance.
Since Rogers et al. (Rogers et al., 2020) suggested
that early layers of encoders contain more syntac-
tic information, we froze the early layers of the en-
coder. We observed more stable results across dif-
ferent random seeds. We first fine-tune the result-
ing model on the open domain Inshorts dataset and
then fine-tune it further on the AshaQs dataset in
the healthcare domain. We observed that it boosted
the performance of SPC on the hold-out test-set
in the fourth epoch, as shown in Figure 2. Table 1
shows that q−Qi sentence similarity works better
than the q−QiAi similarity, which is aligned with
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E−COS E−DTP E−SPC E
mAP 40.9 40.8 30.3 45.3
MRR 56.2 56.5 43.8 61.6
SR 66.2 66.2 51.1 70.3

nDCG 58.4 58.2 45.5 62.5
P@3 34.6 34.6 23.9 34.6

Table 2: Results of ablation study on the Ensem-
ble method (E). Th table illustrates that removing
any approach (COS/DTP/SPC) from the ensemble
method results in lower performance.

earlier works (Bhagat et al., 2020; Sakata et al.,
2019). Sensitivity of the SPC model with respect
to other architectural choices is given in Table 4 of
Appendix A.
Calculating sentence similarity score as the co-

sine distance between the vector representations of
two sentences is also effective. We observed that
using paraphrase-multilingual-mpnet-base-v2 as
the pretrained encoder gave better results than
other encoders from the SentenceTransformer li-
brary. Table 1 shows that using the q-e variations
on q and Q improved the COS results.
Table 1 shows that the ensemble method E out-

performed all three approaches on the hold-out test
set. We performed an ablation study to assess the
importance of each component of E . The minus
sign in the subscript represents the absence of that
particular component. For example, if SPC is ab-
sent, then it is represented by E−SPC . Table 2
shows that removing any component decreases the
performance of E . It was also observed that when
the three approaches produced top-5 suggestions,
the resulting ensemble method achieved a Success
Rate of 73%. Moreover, the chatbot gives a bet-
ter SR value for user queries with many relevant
questions in the ASHA-FAQ database.
The SPC approach majorly dominates the in-

ference time of the ensemble method. It was ob-
served that, with a GPU-enabled server, the ensem-
ble chatbot gives real-time suggestions in 4 sec-
onds and consumes a memory of 2.3 GB on the
GPU. However, the chatbot takes a few minutes
to generate top-k suggestions without a GPU and
consumes a memory of 6.0 GB of RAM.

6 Limitations

In our study, we tested the chatbot on the Hindi
database, which humans heavily annotated. Thus,
when the database size is enormous, the scalabil-

ity of the annotation approach is a critical question.
Since the questions and answers could be possible
in different languages, it will require considerable
effort to translate them and, at the same time, pre-
serve their context. In our study, we observed the
success ratio of the developed chatbot to be 70%
for Hindi queries. However, it is not indicative of
its performance in different natural languages.
For a given user query (q), the performance

of our best approach for the FAQ-retrieval sys-
tem is highly dependent on the number of differ-
ent relevant questions (Q) existing in our ASHA-
FAQ database for the given q. Considering the
large number of user queries that can be asked in
the healthcare field, the small size of our ASHA-
FAQ database is a significant reason behind the in-
stances where our method fails to suggest relevant
questions (Q) to the user. Moreover, our work does
not analyze the quality of answers present in the
ASHA-FAQ database. Hence, a user study would
be required to analyze the questions’ diversity and
the answers’ quality in our ASHA-FAQ database.

7 Conclusion and Future Work

In this paper, we presented the development of a
chatbot to reduce the workload of healthcare pro-
fessionals for extending informational support re-
garding maternal and child healthcare concerns in
a resource-constrained environment. We followed
a FAQ-based model to develop our chatbot using
a healthcare database curated in Hindi. Our devel-
oped FAQ chatbot can process Hindi user queries
written in either the native script of Hindi (Devana-
gari) or in the native script of English (Latin). We
experimented with different FAQ-retrieval meth-
ods to extract the most relevant QnA pairs from
a FAQ database. We found that the chatbot has the
potential to provide relevant QnA pairs for up to
70% queries that our FAQ database can answer. In
the future, we plan to evaluate the bot in the wild
with healthcare professionals involved.
We plan to evaluate our chatbot with pregnant

and postpartum women in a resource-constrained
environment to understand the performance of the
chatbot in the wild. We also plan to incorporate
a healthcare professional to answer questions be-
yond the chatbot’s capacity. The answer obtained
from the professional will be further added to the
existing QnA database for handling future queries,
which would improve the chatbot’s success rate
over time.
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A Appendix

mAP MRR SR nDCG P@3

DTPq−e 35.1 48.5 59.6 51.2 30.0

-any
pruning 25.5 37.3 45.2 39.1 21.3

-advice
removal 30.3 43.1 54.4 46.0 27.0

-node
removal 28.4 40.9 53.7 44.2 27.0

-compound
merging 31.1 44.4 55.1 47.0 27.0

Table 3: An ablation of different pruning strategies in
the DTP method. In absence of any pruning strategy,
simple lemmatization, stop-word removal, and token
matching is performed.
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Fine-tuning data Pretrained
Encoder

Linear
Layers

Frozen
Layers

Best
Epoch

SR spread
(µ± σ) Best SR

Inshorts 3 epoch
AshaQs 6 epoch mbert-cased 3 embedding,

layer 0 4 62.6 ± 1.9 66.2

AshaQs 4 epoch mbert-cased 3 embedding,
layer 0 1 ▼ 62.4 ± 3.7 ▲ 67.0 ▲

Inshorts 4 epoch mbert-cased 3 embedding,
layer 0 1 ▼ 55.5 ± 3.5 ▲ 60.0 ▼

Inshorts 1 epoch
AshaQs 1 epoch mbert-cased 3 embedding,

layer 0 2 ▲ 64.3 ± 2.4 ▲ 67.8 ▲

Inshorts 2 epoch
AshaQs 1 epoch mbert-cased 3 embedding,

layer 0 3 ▲ 62.9 ± 1.5 ▼ 65.9 ▼

Inshorts 4 epoch
AshaQs 1 epoch mbert-cased 3 embedding,

layer 0 5 ▼ 61.0 ± 2.9 ▲ 64.1 ▼

Inshorts 3 epoch
AshaQs 6 epoch xlm-roberta 3 embedding,

layer 0 4 ▼ 61.3 ± 2.5 ▲ 65.2 ▼

Inshorts 3 epoch
AshaQs 1 epoch indic-bert 3 embedding,

layer 0 4 ▼ 5.9 ± 0.8 ▼ 7.0 ▼

Inshorts 3 epoch
AshaQs 1 epoch

mbert
-uncased 3 embedding,

layer 0 4 ▼ 60.0 ± 4.3 ▲ 65.9 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 1 embedding,

layer 0 4 ▼ 57.8 ± 2.5 ▲ 61.9 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 2 embedding,

layer 0 4 ▼ 60.6 ± 1.7 ▼ 63.0 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 4 embedding,

layer 0 4 ▼ 61.3 ± 2.5 ▲ 64.8 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 3 embedding 4 ▼ 61.3 ± 3.4 ▲ 66.7 ▲

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 3 embedding,

layer 0, 1 4 ▼ 61.3 ± 2.4 ▲ 63.0 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 3 embedding,

layer 0, 1, 2 4 ▼ 61.1 ± 2.2 ▲ 63.7 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 3 half bert 4 ▼ 61.9 ± 2.1 ▲ 64.4 ▼

Inshorts 3 epoch
AshaQs 1 epoch mbert-cased 3 nothing 4 ▼ 61.5 ± 2.1 ▲ 65.6 ▼

Table 4: Sensitivity of SPC approach due to different architectural choices. Each experiment is run with ten
random seeds. For the sake of brevity, we have chosen the Success Ratio (SR) to represent the overall performance
since, in our experiments, it acts as an upper bound of all the evaluation metrics. The first row of the table contains
the architectural choices of the best SPC approach. Red-colored triangles (▲/▼) represent a drop in performance
as compared to the best model. Note: increased standard deviation (σ) indicates more numerical instability, hence
worse performance. Since no row contains all green colored triangles, it shows that the configuration of first row
is the best configuration.
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