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Abstract

This paper presents our contribution to the
MEDIQA-2023 Dialogue2Note shared task,
encompassing both subtask A and subtask B.
We approach the task as a dialogue summa-
rization problem and implement two distinct
pipelines: (a) a fine-tuning of a pre-trained di-
alogue summarization model and GPT-3, and
(b) few-shot in-context learning (ICL) using a
large language model, GPT-4. Both methods
achieve excellent results in terms of ROUGE-1
F1, BERTScore F1 (deberta-xlarge-mnli), and
BLEURT, with scores of 0.4011, 0.7058, and
0.5421, respectively. Additionally, we predict
the associated section headers using ROBERTa
and SciBERT based classification models. Our
team ranked fourth among all teams, while each
team is allowed to submit three runs as part of
their submission. We also utilize expert anno-
tations to demonstrate that the notes generated
through the ICL GPT-4 are better than all other
baselines. The code for our submission is avail-
able !.

1 Introduction

The field of medical Al has witnessed signifi-
cant advancements in recent years, fueled by its
promise to transform clinical documentation proce-
dures (Beltagy et al., 2019; Alsentzer et al., 2019;
Huang et al., 2019; Si et al., 2019; Lee et al., 2020;
Gu et al., 2021). Extracting clinical notes from
doctor-patient interactions is a crucial aspect of
maintaining medical records, as it fosters effec-
tive communication among healthcare practitioners.
By automating this process, healthcare profession-
als can shift their focus toward patient care and
minimize the time dedicated to administrative du-
ties (Jain et al., 2022; Navarro et al., 2022). The
development of efficient and accurate algorithms
for summarizing these conversational notes is there-
fore of paramount importance, as it has the poten-

"https://github.com/gersteinlab/MEDIQA-Chat-2023

tial to improve overall healthcare quality and effi-
ciency (Quiroz et al., 2020; Krishna et al., 2021;
Menon et al., 2021; Michalopoulos et al., 2022;
Tang et al., 2023b).

The MEDIQA-Chat 2023 challenge® was es-
tablished to promote the development of novel
summarization techniques, specifically targeting
the automatic generation of clinical notes from
doctor-patient conversations (Ben Abacha et al.,
2023a). The Dialogue2Note and Note2Dialogue
shared tasks are designed to stimulate research and
innovation in this field, addressing the summariza-
tion of medical conversations for clinical note cre-
ation and the generation of synthetic doctor-patient
conversations for data creation and augmentation.
The Dialogue2Note Summarization task entails
converting a doctor-patient conversation into a clin-
ical note containing one or multiple note sections,
such as Assessment, Past Medical History, or Past
Surgical History. This task is subdivided into two
subtasks: (A) generating specific sections from
conversations (Ben Abacha et al., 2023b), and (B)
generating complete notes from conversations (wai
Yim et al., 2023), two examples are shown in Fig-
ure. 1.

In this paper, we discuss our submission to
both subtask A and subtask B of the shared task:
For subtask A, we first focused on section clas-
sification and explored two methods: (1) using
RoBERTa (Liu et al., 2019) and SciBERT (Belt-
agy et al., 2019) with a classification head, and
(2) fine-tuning OpenAI’s Davinci model 3. Sub-
sequently, we investigated generating specific sec-
tions using a fine-tuned pre-trained dialogue sum-
marization model. We employed the CONFIT
model (Tang et al., 2022b), which proposes a
training strategy that enhances the factual consis-
tency and overall quality of summaries through a

Zhttps://sites.google.com/view/mediqa2023/clinicalnlp-
mediqa-chat-2023
3https://platform.openai.com/docs/guides/fine-tuning
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Subtask A: generation of specific sections

Doctor: Good afternoon, which gender do you identify with?

Patient: Good afternoon, doctor, thank you for asking, I identify as a
female.

Doctor: Great, thank you. Have you ever had surgery on this knee?
Patient: Yes, I actually had an A C L reconstruction done in March of two
thousand eight. Um, it didn't go well, so they did a revision at the end of
that year, in December.

Doctor: I see, thank you. What about your upper body? Is there any
history of surgery there?

Patient: Actually, yes, I had surgery on my arm when I was six.

Subtask B: generation of full notes

Doctor: How are you doing?

Patient: I'm doing really good. I'm here, I'm just ready to quit smoking, but
I've been having quite a hard time with it.

Doctor: So, let's talk a little bit about your exam here. Okay, I'm gonna go
ahead and do a quick physical exam, and I reviewed your vitals and everything
looks good, including your oxygen saturation. Blood pressure for today was
128 over 88, heart rate was 68, respirations were 16, and your pulse ox was
98 percent on room air. So, those were all really good. Now, on your heart
exam, you do have a nice regular rate and rhythm.

Doctor: Now, for your lung exam, I'm gonna go ahead and listen to your lungs.
Your lungs are clear and equal bilateral with no expiratory wheezes, and no
rales or rhonchi are appreciated. On your neck exam, I don't appreciate any
lymphadenopathy.

=>

=>

Section: PAST SURGICAL

She had an anterior cruciate ligament
reconstruction (ACL) in 0372008, and
subsequently had a revision ACL reconstruction
in 12/2008. She also had arm surgery when she
was 6 years old.

CHIEF COMPLAINT: Smoking cessation. B
MEDICAL HISTORY: Patient reports a history of type 2|
diabetes, gout, and a 2/6 Systolic ejection murmur.

SOCIAL HISTORY: Patient reports he is a smoker.
MEDICATIONS: Patient reports taking allopurinol.

VITALS: Oxygen Saturation: 98% on room air. Blood Pressure:
128/88 mmHg. Heart Rate: 68 beats per minute. Respiratory
Rate: 16 breaths per minvte.

PHYSICAL EXAM: Neck General Examination: Neck is supple
without Lymphadenopathy. No carotid bruits.

Figure 1: Two examples of our tasks, which include both subtask A and subtask B. In subtask A, the goal is to
generate a summary and the corresponding section name for a specific section, while subtask B aims to generate a

complete note.

novel contrastive fine-tuning approach. For sub-
task B, we examined how to utilize large language
models (LLMs) like GPT. We (1) fine-tuned Ope-
nAI’s Davinci model and (2) explored in-context
learning (Dong et al., 2022) with GPT-4 4. We
achieved promising results on automated metrics
(ROUGE, BERTScore (Zhang et al., 2019), and
BLEURT (Sellam et al., 2020)), and our outcomes
were also assessed manually. Although the GPT-
based model scored slightly lower on automated
metrics, it received high scores in human evalua-
tions. We believe that for zero-shot models, ex-
isting automated metrics may not be the most ap-
propriate evaluation method, suggesting a potential
direction for future research.

2 Tasks

2.1 Task Formulation

In this paper, we focus solely on the Dialogue2Note
Summarization task of MEDIQA-Chat Tasks @
ACL-ClinicalNLP 2023. The main tasks include:

* Dialogue2Note Summarization: Given a
doctor-patient conversation, participants are

“https://openai.com/research/gpt-4

required to generate a clinical note summariz-
ing the conversation, including one or multiple
note sections (e.g., Assessment, Past Medical
History, Past Surgical History). This task com-
prises two subtasks:

— Subtask A: Generating specific sections
from doctor-patient conversations (Ben
Abacha et al., 2023b).

— Subtask B: Generating full notes from
doctor-patient conversations (wai Yim
et al., 2023).

* Note2Dialogue Generation: Participants are
tasked with generating a synthetic doctor-
patient conversation based on the information
described in a given clinical note (wai Yim
et al., 2023).

For subtask A, the training set consists of 1,201
pairs of conversations and associated section head-
ers and contents, while the validation set includes
100 pairs of conversations and their summaries. A
full list of normalized section headers is provided
in the paper.

As for subtask B, the training set is composed
of 67 pairs of conversations and full notes, and the
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validation set includes 20 pairs of conversations
and clinical notes.

Lastly, the Note2Dialogue Generation task’s
training set comprises 67 pairs of full doctor-patient
conversations and notes, with the validation set
containing 20 pairs of full conversations and clini-
cal notes. The Task-A training and validation sets
(1,301 pairs) could be used as additional training
data.

Thus, we could formally define the tasks as fol-
lows. Given a doctor-patient conversation C' =
{c1,¢2,...,c,}, where c¢; represents the i utter-
ance in the conversation and n denotes the to-
tal number of utterances, the goal of the Dia-
logue2Note Summarization task is to generate a
clinical note summarizing the conversation.
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Figure 2: The proportion of section categories in subtask
A.

For subtask A, the objective is to generate a
specific section summary S; and its correspond-
ing section header H; for a given conversation C'.
The output can be represented as a tuple (H;, S;).
For subtask B, the goal is to generate a complete
clinical note N = {S1, Ss, ..., S }, where S; rep-

resents the ¥ summary section and m denotes
the total number of sections. Each section S; is
associated with a section header H;. We use a
combination of various evaluation metrics such as
ROUGE, BERTScore, and BLEURT.

2.2 Data Analysis

For the section classification task in Subtask A, we
created pie charts (See Figure. 2) representing the
proportions of different sections in the train, test,
and validation sets to analyze the distribution dif-
ferences among them. We observed that there is no
significant gap in the section categories across the
data splits. However, there is a considerable dis-
parity in the number of instances among different
categories 3, with some sections having very few
data points. This may lead to insufficient training
and poor performance for those underrepresented
categories.
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Figure 3: The numbers of section categories in subtask
A. Here are the totals on the train and validation sets.

In Figure. 4, we illustrate the length of input
dialogues and the length of output summaries. And
Figure. 5 shows the number of utterances. In the
picture. 6, the length of the dialogue is plotted
against the length of the summary for each data
entry. The graphs show a noticeable positive cor-
relation, thus indicating that longer dialogues do
have significantly longer summaries. Additionally,
we can see that dialogue lengths increase at about
twice the rate of summary lengths, so our sum-
maries should be about one-third to one-half the
dialogue length.
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3 Methodology

In this section, we will describe how we employed
various approaches to perform subtask A and sub-
task B. We will discuss each subtask in detail, out-
lining the methods used and the rationale behind
our choices to achieve optimal results.

3.1 Subtask A

We define this task as a dialogue summariza-
tion problem and, therefore, we selected a state-
of-the-art dialogue summarization model, CON-
FIT (Tang et al., 2022b), as our foundation to fine-
tune. Firstly, CONFIT is based on BART and has
been fine-tuned on the SAMSum dialogue sum-
marization dataset. We utilized the model fine-
tuned on SAMSum and further fine-tuned it on
MEDIQA subtask A data to generate notes. It is
worth noting that ideally, we should have added an
additional step, fine-tuning the model on PubMed
summarization data before fine-tuning on subtask
A data, which would enable the model to better
understand the clinical summarization task. We
set max-input-length to 1024 and keep output max-
length at 128. For generating section names, we

Figure 4: Histogram of token lengths for subtask A train
and validation sets in subtask A and B.

Figure 5: Histogram of utterance numbers for subtask
A train and validation sets in subtask A and B.

Subtask A Dialogue/Summary Word Length Correlelation Subtask B Dialogue/Summary Word Length Correlelation

Figure 6: Dialogue Length plotted against Summary
Length for each data entry. The graphs show a notice-
able positive correlation.

subtask A: generation of specific sections
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Figure 7: This diagram illustrates the pipeline we em-
ployed for both subtask A and subtask B. For subtask
A, we fine-tune a dialogue summarization model to gen-
erate notes, and to generate section names, we use a
RoBERTa model and fine-tuning of OpenAl’s Davinci
model. For subtask B, we perform fine-tuning as well
as few-shot in-context learning to achieve our desired
results.

used a RoBERTa model and fine-tuning of Ope-
nAI’s Davinci model. We fine-tuned RoBERTa
to classify text based on 20 predefined categories.
Additionally, we invoked OpenAI’s API and used
a customized model (davinci:ft-personal-2023-03-
15-08-22-14) to classify the dialogues. This model
classifies text according to the 20 predefined cate-
gories, with the classification implemented through
the OpenAl APIL

3.2 Subtask B

We explored two approaches for utilizing OpenAl’s
large-scale language models. First, we defined a
function to shorten the dialogue, ensuring it does
not exceed the maximum token length of 1200.
Next, we used another function to call OpenAl’s
API and employ a customized model (davinci:ft-
personal-2023-03-23-05-58-11) to generate the cor-
responding notes. We fine-tuned the Davinci model
and, during this process, implemented multiple
generation attempts to adjust the maximum token
length, setting max tokens to 800. We experi-
mented with temperatures of 0.0 and 0.2. We used
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Models | Rt | R: | RL | Rium | BERTScore, | BERTScore, | BERTScore;; | BLEURT
CONFIT 0.3882 | 0.1966 | 0.3214 | 0.3214 0.7037 0.7065 0.7 0.5294
CONFITgynamic | 0.4011 | 0.2147 | 0.3322 | 0.3322 0.7115 0.7102 0.7058 0.5421

Table 1: Comparison of performance between the CONFIT model and the CONFIT model with dynamic max length

on various evaluation metrics.

the following prompt: ’Please summarize the fol-
lowing dialog between doctors and patients from
the perspective of the doctor, and be sure to include
all important details about the patient.”

Moreover, we employed in-context learning,
choosing GPT-4 3 and designing a prompt that in-
cluded natural language instructions and context
examples. We limited the input prompt length to
6000 tokens and the output length to 2000 tokens.
We used two contexts per instance and set the tem-
perature parameter to 0.2. In our prompt template,
we incorporate three main components: instruc-
tions, in-context examples, and test input dialogue.
The final "FULL NOTE:” indicates the output the
model needs to generate. Our instructions are as fol-
lows: ”Write a clinical note for this doctor-patient
dialogue. Use the example notes below to know
the different sections.” This guides the model to
generate a clinical note based on the given doctor-
patient dialogue, taking into account the structure
and sections observed in the provided examples.

4 Results

We report the accuracy of the section classification.
For note generation in subtask A, we present the
following metrics: Rouge-1, Rouge-2, Rouge-L,
Rouge-Lsum, BERTScore precision (Zhang et al.,
2019), BERTScore recall (Zhang et al., 2019),
BERTScore F1 (Zhang et al., 2019), BLEURT (Sel-
lam et al., 2020), and aggregate score. The aggre-
gate score is the arithmetic mean of ROUGE-1 F1,
BERTScore F1, and BLEURT-20 (Pu et al., 2021).

Additionally, we implemented a dynamic max
length feature.For the CONFIT model and the
CONFIT model with dynamic max length, we ob-
tained aggregate scores of 0.5392 and 0.5497, re-
spectively. The results demonstrate that the dy-
namic max length approach slightly improves the
overall performance of the model in the summa-
rization task. Initially, it encodes the input dialogue
into a vector using a pre-trained tokenizer. Subse-
quently, it dynamically calculates the maximum
length of the summary to be generated, based on

Shitps://platform.openai.com/docs/models/gpt-4

Models Accuracy
OpenAl davinci 0.745
SciBERT 0.710
RoBERTa 0.700

Table 2: Accuracy of section classification for different
models.

the length of the dialogue. The formula employed
here is mazenger, = round(0.55%dialoge, +18),
which determines the maximum length of the sum-
mary according to the dialogue’s word count. Then,
the BART model generates the summary while con-
trolling the max length of the output. Ultimately,
the generated summary is decoded into text.

The results in Table 1 show a comparison be-
tween the performance of the CONFIT model
and the CONFIT model with dynamic max length
on various evaluation metrics, including ROUGE
scores (R;, Ry, Ry, and Rygm), BERTScore
(BERTScore,, BERTScore;, and BERTScorey)),
and BLEURT. The CONFIT gysamic model achieves
better performance on most evaluation metrics,
suggesting that the incorporation of dynamic max
length improves the overall quality of the generated
summaries.

In Table 2, we present the accuracy of section
classification for three different models, OpenAl
davinci, SciBERT, and RoBERTa. The task in-
volves classifying the sections into one of the 20
pre-defined categories. As shown in the table,
OpenAl davinci achieves the highest accuracy of
0.745, outperforming both SciBERT and RoBERTa,
which achieve accuracies of 0.710 and 0.700, re-
spectively. This indicates that the OpenAl davinci
model is more effective in classifying sections in
this 20-class classification task. In addition to the
RoBERTa classifier, we also utilized SciBERT to
improve the initial classification performance. By
incorporating the domain-specific knowledge em-
bedded in SciBERT, we were able to enhance the
accuracy of our section classification task.

Table 3 presents the evaluation of the ROUGE
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Models Ry R, Ry, Risum Models Score
ICL 0.5821 0.3209 0.4032 0.5443 Subtask A BART 7.2
Davinci (t=0.0) 0.5008 0.2506 0.3282 0.4668 Subtask A T5 6.6
Davinci (t=0.2) 0.5004 0.2502 0.3249 0.4675 Subtask A PEGASUS 7.0

Subtask A CONFIT 7.2
Table 3: The evaluation of the ROUGE scores for sub- Subtask A CONFIT gynamic 7.8
task 2 full note summarization.

Subtask B BART 3.5

Subtask B T5 3.8
scores for subtask 2 full note summarization. The SEE::E E f(l;:]? ASUS 22

table includes the ROUGE-1, ROUGE-2, ROUGE-
L, and ROUGE-Lsum scores for each model.
Higher ROUGE scores indicate better summariza-
tion quality, reflecting the extent to which the gener-
ated summaries capture the important information
and coherence of the full notes. Except for our
submission, we expanded our approach by incor-
porating in-context learning. As the capabilities
of large language models (LLMs) continue to ad-
vance, in-context learning (ICL) has emerged as
a novel paradigm in the field of natural language
processing (NLP). In ICL, LLMs make predictions
based on a limited set of examples, augmented with
additional context. This approach allows LLMs to
leverage the power of context in order to enhance
their predictive abilities. By incorporating contex-
tual information during the learning process, LLMs
are able to generate more accurate and contextu-
ally relevant predictions. In the evaluation, the in-
context model achieves the highest ROUGE scores,
indicating that it generates summaries that have a
higher overlap and alignment with the reference
summaries of the full notes. Comparatively, the
”Davinci” model with a temperature of 0.0 achieves
lower ROUGE scores, but still performs better than
the ”Davinci” model with a temperature of 0.2 in
terms of ROUGE scores.

Based on previous studies that have shown that
automated metrics are not suitable for evaluating
the results generated by zero-shot models (Goyal
et al., 2022), we sought alternative evaluation meth-
ods. To address this, we enlisted the expertise of
three medical students to manually rate 50 note
summarization outputs. Following established
practices (Tang et al., 2022a), we employed a scor-
ing system of 1-10 to assess the quality of the gener-
ated summaries. This expert evaluation provides a
more comprehensive and reliable assessment of the
performance of our models in Subtask A and Sub-
task B, capturing nuanced aspects that automated
metrics may not capture accurately. By incorpo-

Subtask B Davinci (t=0.0) 53
Subtask B Davinci (t=0.2) 52

Table 4: Expert annotation of generated notes in a scale
of 1-10 on subtask A and B.

rating expert assessments, we aim to enhance the
evaluation process and gain deeper insights into the
capabilities and limitations of our zero-shot models
in the context of note summarization. In this study,
we also implemented traditional fine-tuned summa-
rization models such as BART (Lewis et al., 2019),
TS5 (Raffel et al., 2020), and PEGASUS (Zhang
et al., 2020) as baselines. However, it is important
to note that due to the absence of a test set reference,
we were unable to compute automated metrics for
evaluation. Therefore, we solely rely on the results
of the manual assessments conducted by human
evaluators. Although automated metrics are com-
monly used to evaluate summarization models, the
absence of a reference necessitates a shift towards
expert judgments to assess the quality and effec-
tiveness of the generated summaries. Our focus is
on reporting the outcomes of the manual evalua-
tions as a reliable measure of the performance of
the models.

The results demonstrate that, in subtask A, CON-
FIT outperforms other baseline methods. In sub-
task B, it is evident that traditional models do not
perform well, and we believe the main difference
lies in the input length. As all the examples exceed
the maximum input length limitation of traditional
models, and the reference also significantly sur-
passes the maximum length limitation for gener-
ation, it is naturally challenging to generate ideal
notes. Therefore, in terms of human evaluation,
both fine-tuning OpenAl models and utilizing ICL
perform far better than using traditional fine-tuned
models. The superior performance is likely at-
tributed to OpenAI’s models, which provide longer
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input and output limitations.

5 Limitations and Discussion

We would like to discuss some of our findings and
thoughts here. The MEDIQA-Chat 2023 challenge
indeed presents an excellent opportunity for us to
reflect on existing models, analyze their strengths
and weaknesses, and investigate their performance
on the task of clinical note generation from doctor-
Patient conversations.

Evaluation Automatic metrics often do not have
a strong correlation with the quality of summaries,
especially as there are no readily available auto-
matic evaluation metrics specifically designed for
zero-shot or few-shot LLM evaluation. Almost all
models on Subtask A have similar results of au-
tomatic evaluation. Therefore, human evaluation
becomes an essential component for accurately as-
sessing the quality of notes generated by LLMs.
There is a need to develop more effective auto-
matic evaluation methods for a zero-shot/few-shot
generation or super-long output.

Length Limitation of Subtask A One signifi-
cant limitation of our Transformer-based model
is that it does not directly consider length during
its generation process. This often results in the
production of overly verbose summaries. In con-
trast, models like OpenAI’s GPT-3 and GPT-4 have
much longer input and output limitations, allowing
them to handle more extensive text samples more
effectively. It is worth noting that our model was
trained on the SAMSum dataset, which has longer
texts compared to subtask A. Consequently, our
model struggles to adapt to the shorter length re-
quirements of subtask A. Moreover, the training
dataset for subtask A is relatively small, which fur-
ther complicates the model’s adaptation. Future
exploration should look at how to constrain the
conciseness of generated summaries, which may in-
volve reconsidering the generation method chosen
or examining other techniques to promote brevity.
Developing methods to better control the length of
generated summaries is essential to improve their
relevance, coherence, and usability in real-world
applications.

Length Limitation of Subtask B For Subtask
B, it is challenging to achieve reasonable results
using fine-tuned models. In reality, this task is
more representative of real-world scenarios, where
inputs and outputs are considerably long, and the

output is expected to maintain a specific structure
and format. Thus, we see the main advantage of
using contextual examples lies in their ability to
guide the structure, style, and length of the desired
output. We believe that OpenAl’s LLM is well-
suited for similar real-life scenarios, provided that
it is given an appropriate context. In such cases,
its performance will significantly surpass that of
fine-tuned Transformer-based models.

Factual inconsistentcy While our study did not
specifically investigate the following issues, we
noted several factual errors that occur in summaries.
A previous study has shown that LLMs also exhibit
a noticeable occurrence of attribute errors and mis-
interpretation errors (Tang et al., 2023a).

Prompting We find that prompt template and
demonstration example selection both have a sub-
stantial impact on results. Using more prompt ex-
amples for demonstration improves significantly.
We acknowledge that we did not explore different
selection strategies, such as SemScore, LMScore,
and TLength, which involve using top-ranked ex-
amples. These strategies have been shown to po-
tentially improve the quality of the generated sum-
maries by selecting more effective prompt exam-
ples. While our current approach did not incorpo-
rate these strategies, we recognize that exploring
and incorporating better prompt examples could
potentially yield improved results. This is an area
that warrants further investigation and experimen-
tation to enhance the performance of our models in
future iterations of the study.

Data Privacy Both GPT-3 and GPT-4 are not lo-
cal models; we utilize OpenAI’s API to run these
models, which actually violates data protection
laws such as HIPAA. Ensuring data privacy during
fine-tuning or testing is of paramount importance.
We have not taken this aspect into consideration.

6 Conclusion

We have showcased our solution, submitted to the
MEDIQA-Chat shared task, designed to generate
clinical notes from doctor-patient dialogues. Our
evaluation encompassed fine-tuned approaches uti-
lizing models such as CONFIT, GPT-3, RoBERTa,
and SciBERT, as well as an innovative method em-
ploying GPT-4. The results garnered are remark-
able, evidenced by our team securing a fourth-place
ranking amongst all participating teams, underscor-
ing the efficacy of our methodologies. Of particular
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note is the fact that expert annotations were de-
ployed to substantiate the comparative superiority
of the ICL GPT-4 over other baseline models. This
infusion of expert validation fortifies the credibility
of our research and its ensuing findings, contribut-
ing a robust dimension of trustworthiness to our
results.

7 Limitations and Future Work

For task A, the CONFIT model was utilized with
dynamic length outputs, while task B placed sig-
nificant emphasis on prompting-based techniques.
The method hinges on API calls to OpenAl models,
which are not open-source. This dependency could
potentially induce instability.

We surmise that performance may have been fur-
ther enhanced if initial training on PubMed data
had preceded fine-tuning on the given dataset. Fu-
ture endeavors could aim to provide theoretical sub-
stantiation or engage in ablation studies to affirm
this hypothesis.

In task B, we employed a function to condense
dialogues. However, due to time constraints, we
did not explore the potential impact of this conden-
sation on the performance, specifically, whether
any information loss incurred during the shorten-
ing process might affect the results.

The results appear promising, particularly with
the employment of CONFIT models with dynamic
max length. This suggests an intriguing avenue for
future exploration and research.
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