Cared4Lang at MEDIQA-Chat 2023: Fine-tuning Language Models for
Classifying and Summarizing Clinical Dialogues *

Amal Algahtani'?, Rana Salama', Mona Diab'*, Abdou Youssef!
"The George Washington University, DC, USA
2King Saud University, Riyadh, KSA
3Meta AI, USA
{amalgahtani, raref,mtdiab, ayoussef}l@gwu.edu

Abstract

Summarizing medical conversations is one of
the tasks proposed by MEDIQA-Chat to pro-
mote research on automatic clinical note gen-
eration from doctor-patient conversations. In
this paper, we present our submission to this
task using fine-tuned language models, includ-
ing TS5, BART and BioGPT models. The fine-
tuned models are evaluated using ensemble
metrics including ROUGE, BERTScore and
BLEURT. Among the fine-tuned models, Flan-
T5 achieved the highest aggregated score for
dialogue summarization.

1 Introduction

Clinical dialogue summarization has emerged as
a crucial task in clinical natural language process-
ing (NLP). In a clinical NLP dialogue between a
doctor and a patient, relevant information about
the patient’s medical history, visit summary, health
condition, and other details are discussed. Sum-
marizing these dialogues can significantly benefit
doctors by enabling them to quickly review key
points from past conversations and extract relevant
information from clinical notes without having to
sift through an extended transcript. Moreover, it
can assist doctors in making better decisions by
providing them with a concise and accurate con-
versation record. Therefore, developing effective
clinical dialogue summarization systems is of great
importance in improving the quality of healthcare
delivery. However, clinical dialogue summariza-
tion presents unique challenges and goals that dif-
fer from summarization in other domains. Clinical
summaries need to capture relevant information
based on the context of the text, like medical histo-
ries, follow-ups, or current diagnoses.

In this paper, we describe our submission to the
MEDIQA-Chat shared task (Ben Abacha et al.,
2023) the Dialogue2Note Summarization task, task-
A. We observe that from the conversation it is

*The first two authors contributed equally to this work.

important to: (1) capture all the medical condi-
tions and terminology described in the dialogue
(eg. cough, fever, shortness of breath etc.); (2) dis-
cern all the affirmatives and negatives on medical
conditions correctly (no allergies, having a cough
for 2 days); and, (3) bias towards copying from the
source text while not being completely extractive.
Our approach involves studying the effectiveness
of fine-tuning pre-trained language models, includ-
ing TS, GPT, and BART models. We compare the
effectiveness of pre-trained models on dialogues,
clinical data, and general models.

Section Header Train Validation
ALLERGY 60 4
ASSESSMENT 34 4
CHIEF COMPLAINT 77 4
DIAGNOSIS 19 1
DISPOSITION 15 2
EMERGENCY DEPARTMENT COURSE 8 3
EXAM 23 1
FAMILY HISTORY/SOCIAL HISTORY 351 22
GYNECOLOGIC HISTORY 5 1
HISTORY of PRESENT ILLNESS 282 20
IMAGING 6 1
IMMUNIZATIONS 8 1
LABS 2 1
MEDICATIONS 54 7
OTHER HISTORY 2 1
PAST MEDICAL HISTORY 118 4
PAST SURGICAL HISTORY 63 8
PLAN 11 3
PROCEDURES 3 1
REVIEW OF SYSTEMS 60 11
Total 1201 100

Table 1: Overview of Task A Section Headers used for
dialogue classification.

2 Shared Task and Dataset

The MEDIQA-Chat 2023 proposed two shared
tasks that are related to clinical note summarization
and generation (Ben Abacha et al., 2023):

1. Dialogue2Note Summarization Task: Given
a conversation between a doctor and patient,
the task is to generate a clinical note summa-
rizing the conversation with one or multiple
note sections (e.g. Assessment, Past Medi-
cal History, Past Surgical History). This task
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Doctor: Have you had any surgeries in the past?
Patient: Nope I have not.

Doctor: Anything?

Fatient: No.

Section Header: Past Surgical History
Note/Summary: He has not had any previous surgery.

Figure 1: An example of a doctor-patient dialogue, sec-
tion header and summary.

includes two subtasks on the generation of
specific sections (subtask A) and full notes
(subtask B) from doctor-patient conversations.

2. Note2Dialogue Generation Task: Given a
clinical note, the task is to generate a synthetic
doctor-patient conversation related to the in-
formation described in the full clinical note.

We participated on Dialogue2Note (subtask A).
In this task, given a conversation between a doctor
and a patient, the goal is to produce:

1. A section header which is one of twenty nor-
malized section labels, shown in Table 1 to
classify the type of conversation.

2. A summarization for the conversation or dia-
logue into concise and condensed notes. The
generated summaries should be tailored to the
type of information required based on the sec-
tion header.

2.1 Dataset

For this task, a doctor-patient conversations dataset
is shared by (Ben Abacha et al., 2023). The dataset
consists of transcripts of conversational dialogues
between doctors and patients. Each dialogue is
annotated with associated section headers and cor-
responding summary notes. The dataset is split into
three subsets: a training set, a validation set, and
a test set. The training set contains 1,201 pairs of
conversations and their associated section headers
and . The validation set contains 100 pairs of con-
versations and their summaries, while the test set
contains 200 conversations. Table 1 shows the sec-
tion headers distributions over the dataset. Figure 1
shows a snippet of the dataset for a doctor-patient
conversation along with the section header and the
summary.

2.2 Evaluation Metric

For task evaluation, an ensemble of metrics are
used to ensure more comprehensive and accurate
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Figure 2: The proposed approach for Task A

measures for the quality of generated summaries
and headers. ROUGE (Lin, 2004) is a concrete
evaluation metric for summarization that conven-
tionally adopts as the standard metric for evaluat-
ing summarization tasks. ROUGE involves the F1
scores for ROUGE-1, ROUGE-2, and ROUGE-L.
Additionally, BLEU scores(Papineni et al., 2002),
used in conjunction with ROUGE score to calcu-
late the semantic correlation of reference and pre-
dicted summaries by utilizing token-level matching
functions. Furthermore, BERTScore (Zhang et al.,
2020) are calculated to capture semantic similar-
ities between summaries and their corresponding
reference text at the sentence level. Each of these
metrics has its own strengths and weaknesses, and
combining them can help mitigate some of these
limitations and allow for a more holistic view of the
quality of the generated summaries. The ensemble
metric can provide a more robust and reliable eval-
uation that takes into account both the lexical and
semantic similarity between summaries and refer-
ences, as well as the human judgments of quality.

3 Approach

For this submission, we fine-tuned a number of
pre-trained language models for implicit classifica-
tion of headers and note summarization. Since the
expected summaries differ in accordance with the
associated section header, we fine-tuned the mod-
els using supervised training to jointly classify and
learn corresponding summaries using the provided
training dataset. All models were fine-tuned us-
ing Hugging Face Transformers (Wolf et al., 2019).
Figure 2 shows a general flow of our approach.

3.1 Data Preprocessing

A key challenge in this task is to generate sum-
maries based on the associated section header, this
involves first classifying the dialogue into one of
the 20 given headers and accordingly generating
a summary. To tackle this challenge, we initially
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Model ROUGE-1 ROUGE-2 ROUGE-L Percision Recall F1 BLEU Agg.
Validation Dataset Flan-T5 Base 0.338 0.147 0.266 0.667 0.685 0.670 0.511  0.50
Flan-T5 Large 0.305 0.120 0.255 0.691 0.621  0.645 0.510 0.480
Flan-T5 SAMSum  0.348 0.149 0.264 0.660 0.696 0.672 0.52 0.510
Clinical T5 0.261 0.087 0.226 0.601 0.610 0.596 0.467 0.440
BioGPT 0.170 0.061 0.125 0.481 0.589 0.519 0.359  0.349
BART-Large 0.248 0.106 0.168 0.511 0.698 0.580 0.561 0.463
BioBART 0.250 0.107 0.169 0.518 0.689 0.581 0.550  0.460
Test Dataset Flan-T5 Base 0.344 0.155 0.280 0.671 0.685 0.672 0.508  0.508
Flan-T5 Large 0.332 0.140 0.283 0.689 0.644 0485 0492 0.508
Flan-T5 SAMSum  0.3581 0.165 0.289 0.6701 0.70 0.678 0.514 0.517

Table 2: Results of different models fine-tuned for Task A on Validation and Testing Dataset as generated by
MediQA shared Task. The precision, recall and F1 scores are based on BERTScore. Agg. represents aggregated

results. Best results per dataset are in Bold.

Model )
Flan-T5 Base 28
Flan-T5 Large 49
Flan-T5 SAMSum 30
Clinical T5 43
BioGPT 23
BART-Large 63
BioBART 69

Table 3: Results of Section Header Classification as a
percentage of correctly classified headers.

Model Accuracy
Flan-T5 Large 0.565
Flan-T5S SAMSum  0.375
Flan-T5 Base 0.345

Table 4: Results of Section Header Classification for
the Shared Task A from published results

prepare the data to incorporate both the header and
corresponding summary in the input data before
fine-tuning. We append labels to each dialogue
to tag headers and summaries as follows: "<Di-
alogue> Doctor: .. Patient:... <Header> header
<Summary> reference summary".

3.2 Model Variants

We used a variant of different Sequence-to-
Sequence models for our experiments including:

T5 (Raffel et al., 2020) a unified text-to-text lan-
guage model. We used Flan-T5(Chung et al., 2022)
that was further pre-trained on more tasks and
languages. Different versions of this model in-
cludes, FLan-T5-base', FLan-T5-large 2 and FLan-
T5-SamSum 3, a Flan-T5 model that is further pre-

"https://huggingface.co/google/
flan-t5-base

nttps://huggingface.co/google/
flan-t5-large

‘https://huggingface.co/google/
flan-t5-base

trained on the SAMSum dataset * containing about
16k messenger-like conversations with summaries.
In addition to Clinical-T5 (Lu et al., 2022) which
is a TS model pre-trained on clinical text >
Bio-GPT (Luo et al., 2022) is a domain-specific
generation pretrained model based on the Trans-
former language model architecture. BioGPT is
trained on 15 million PubMed abstracts and is used
for processing biomedical text data.

BART (Lewis et al., 2019) for summarization °.
We also used BioBART (Yuan et al., 2022) which
is a BART model pretained on biomedical data ’.

4 Evaluation and Results

Evaluation is performed using the metrics de-
scribed in (Ben Abacha et al., 2023) and mentioned
in Section 2.2. The script provided in the shared
task® was used for evaluating the fine-tuned models.
Evaluation was performed on the validation dataset
only as the test dataset references are not avail-
able. Table 4 shows the results of our fine-tuned
models used for note summarization on the valida-
tion dataset. We list the ROUGE-1, ROUGE-2 and
ROUGE-L scores, in addition to BERTScore (pre-
cision, recall and F1) and BLEU scores. We also
include the aggregated score. The Table also in-
cludes the final runs scores published by MEDIQA-
Chat on the Test dataset. As shown in the table,
Flan-T5-SAMSum out-performed all models ex-

*nttps://huggingface.co/datasets/
samsum
Shttps://huggingface.co/lugh/
ClinicalT5-base
®https://huggingface.co/facebook/
bart-large—xsum
"https://huggingface.co/GanjinZero/
biobart-large
$https://github.com/abachaa/
MEDIQA-Chat—-2023/blob/main/scripts/
evaluate_summarization.py
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cept on BLEU score. On average, Flan-TS5 models
outperformed other models in header based sum-
marization, they achieved higher scores in ROUGE
and BERTScores. Although they didn’t perform as
well on the number of matching headers, results in
Table 3. BART models achieved the highest scores
in BLEU scores with more than 4% using BART-
Large model. However, there aggregated score was
significantly less than Flan-T5 SAMSum. BioGPT
achieved the least scores across all metrics and
header classification. Given the best models from
validation dataset evaluation, we submitted the 3
Flan-T5 models that achieved the best scores; Flan-
TS5 SAMSum, Flan-T5 Large and Flan-T5 Base.
Table 2 shows the accuracy results achieved on the
test dataset for the submitted runs. The best sub-
mitted models are available on HuggingFace ° for
results replication.

5 Related Work

Automated note generation from doctor-patient
conversations has been the subject of several re-
cent studies in natural language processing and
healthcare. One line of research has focused on
developing machine learning models to automati-
cally generate clinical notes from speech or text
data, using deep learning and natural language
generation techniques (Zhang et al., 2018; Enarvi
et al., 2020; Joshi et al., 2020; Knoll et al., 2022).
Other studies have explored the use of voice recog-
nition and speech-to-text technologies to transcribe
doctor-patient conversations and generate notes in
real time (Zuchowski and Goller, 2022). Addi-
tionally, some researchers have investigated using
pre-trained language models, such as BERT and
GPT, to improve the accuracy and efficiency of
note generation (Chintagunta et al., 2021). Overall,
these efforts aim to reduce the burden on health-
care providers by automating the tedious task of
note-taking and ultimately improving the quality
and accessibility of patient records.

6 Conclusion

We utilize several pre-trained models for Task A
in MEDIQA-Chat shared task. The main objective
of this task is to develop clinical dialogue sum-
marization in accordance with a classified section
header for every dialogue. We fine-tuned different
models for our experiments. Among the models

*https://huggingface.co/Amalq/
flan-t5-base-samsum-taskA

we used, we found that Flan-T3, originally trained
on dialogue datasets, outperformed other models
that were trained on clinical data or summariza-
tion tasks. Specifically, Flan-T5 SAMSum outper-
formed all models except for summarization scores.
It can also be concluded that summarization models
trained on summarizing text, not dialogues, as in
BioGPT, performed poorly on summarization tasks.
In contrast, BART models performed better than
the BioGPT model. Empirically, we found BioGPT
to generate text that was not originally in the text,
which is considered critical in the context of health
records. Finally, since Flan-T5S SAMSum achieved
the best results, we anticipate that further unsuper-
vised training for the Flan-T5 language model with
clinical dialogues would improve the results.

Limitations

Generating clinical notes or summaries of clinical
conversations using NLP technology is a rapidly
developing field with great potential. However,
there are several limitations to this technology that
must be considered. Firstly, NLP models rely on
high-quality data to achieve accurate results. In
the medical field, obtaining such data can be chal-
lenging due to privacy concerns and regulations.
Secondly, the complex and technical nature of med-
ical language poses a challenge to NLP models,
which may struggle to understand and interpret
medical terminology and abbreviations accurately.
Additionally, clinical conversations often involve
sensitive information that requires careful handling,
making it important to ensure the security and pri-
vacy of generated clinical notes. This field is con-
sidered a safety critical area, where high precision
is expected, therefore, the use of NLP models in
such clinical settings must be performed with cau-
tion and under medical professionals’ supervision
to ensure the generated notes’ accuracy and relia-
bility.

Ethics Statement

When developing an automated system for clinical
note generation from doctor-patient conversations,
it is crucial to consider various ethical considera-
tions. One such consideration is the privacy and
confidentiality of patient information. The system
must be designed to comply with regulations and
guidelines for protecting patient data. Additionally,
there must be explicit consent processes, ensuring
that patients understand how their data will be used
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and allowing them to opt-out if desired. The system
must also be developed fairly and transparent, en-
suring it does not perpetuate biases or contribute to
health disparities. Moreover, the system must be ac-
curate and reliable, as errors or inaccuracies could
lead to incorrect diagnoses or treatments. Overall,
it is essential to approach the development of an au-
tomated system for clinical note generation with a
solid ethical framework to ensure that it aligns with
the highest standards of patient care and ethical
conduct.
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