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Abstract

Valuable datasets that contain sensitive infor-
mation are not shared due to privacy and copy-
right concerns. This hinders progress in many
areas and prevents the use of machine learning
solutions to solve relevant tasks. One possible
solution is sharing models that are trained on
such datasets. However, this is also associated
with potential privacy risks due to data extrac-
tion attacks. In this work, we propose a solution
based on sharing parts of the model’s parame-
ters, and using a proxy dataset for complimen-
tary knowledge transfer. Our experiments show
encouraging results, and reduced risk to po-
tential training data identification attacks. We
present a viable solution to sharing knowledge
with data-disadvantaged parties, that do not
have the resources to produce high-quality data,
with reduced privacy risks to the sharing parties.
We make our code publicly available.'

1 Introduction

NLP research in many areas (e.g., healthcare) is
hindered by the unavailability of publicly-available
datasets. Even though such datasets might be avail-
able for some researchers, sharing them with the
community is problematic in many cases due to
privacy and copyright concerns (Liu et al., 2021).
De-identifying sensitive information in such
datasets is a potential option. However, depend-
ing on the nature of the data, the utility of the
data might be negatively affected (Jordon et al.,
2021) when de-identifying the data. Sharing a
model that is trained on the data instead of directly
sharing the data itself is another option (Lehman
et al., 2021). The shared model transfers knowl-
edge gained from raw data and is beneficial in many
cases (e.g., when an institute is interested in solving
the same task, but lacks enough data). However,
sharing the model is also associated with potential
re-identification risks (Carlini et al., 2021).
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Instead of directly sharing models or data, data-
free knowledge distillation (DF-KD) aims to trans-
fer the knowledge from a large teacher model to
a smaller student model without relying on any
task-specific data, i.e., data that has been used to
train the teacher model. Instead, many approaches
make use of a proxy dataset (Krishna et al., 2020)
to facilitate the knowledge transfer.

In this work, we propose a solution to the prob-
lem of sharing knowledge between models in a
privacy-preserving manner. Our solution depends
on sharing parts of the model, and using a proxy
dataset for complementary knowledge transfer. Par-
tially sharing the model mitigates potential privacy
risks. Further training on a proxy dataset helps
compensating the loss caused by the absence of the
non-shared parts of the model.

We experiment on two datasets for text classifica-
tion from the clinical domain, AP (Gao et al., 2023)
for relation classification and MedNLI (Romanov
and Shivade, 2018) for natural language inference,
and show that our approach substantially improves
the performance of a student model trained only
on a proxy dataset. Additionally, we show that
the resulting model cannot be leveraged to reliably
identify the original training data.
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Figure 1: The process of using the proxy dataset,
MedNLLI, to indirectly train the student model on the
target task, AP. Left: MedNLI is labeled with AP la-
bels using a teacher model that was trained on AP be-
fore. Right: Training the student model with the proxy
dataset, i.e., MedNLI inputs and AP labels.
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2 Related Work

Knowledge distillation (KD). The goal of knowl-
edge distillation is to transfer knowledge from a
large teacher model to a student model of a smaller
size. Hinton et al. (2015) propose training the
student model such, that its output distribution
matches the output distribution of the teacher. In or-
der to distill knowledge from BERT (Devlin et al.,
2019) into a smaller transformer architecture, Sanh
et al. (2019) additionally use the masked language
modeling loss used to pre-train BERT and a cosine
embedding loss in order to make the hidden repre-
sentations from both models more similar on the
original pre-trainig corpus of BERT. Haidar et al.
(2022) randomly choose two intermediate layers
from the teacher and the student and train the stu-
dent’s layer to produce similar representations to
that of the teacher. In our method, we make use of
the teacher’s hard predictions, and do not assume
access to its outputs distribution.

Data-free knowledge distillation (DF-KD).
Even though the teacher’s training data can be used
in KD, the DF-KD setting assumes the unavailabil-
ity of such data. Lopes et al. (2017) aim to recon-
struct the teacher’s training set using the teacher’s
activation records on the same data. Rashid et al.
(2021) use an adversarial generator to generate out-
of-domain data, on which the teacher and student
disagree the most, and then use this data to train
the student. Krishna et al. (2020) show that it is
possible to extract a model using its predictions on
nonsensical data, but put no restrictions on the size
of the model. Our work assumes the availability
of a proxy dataset from a related task and that the
teacher and the student share the same architecture.

Data extraction from language models. Car-
lini et al. (2021) show that it is possible to extract
training data from GPT-2 (Radford et al., 2019).
Huang et al. (2022) experiment on GPT-Neo (Gao
et al., 2020) and show that it could leak sensitive
information, but the chances of extracting infor-
mation about a specific user are small because
of the model’s weak association abilities. Simi-
lar work that targets BERT (Vakili and Dalianis,
2021; Lehman et al., 2021) suggests that extracting
sensitive information from BERT is unlikely, but
robustness against more sophisticated attacks can-
not be guaranteed. Membership inference attacks,
that aim to identify whether certain data instances
have been used to train the model, show some suc-
cess against BERT (Shejwalkar et al., 2021). We
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conduct a membership inference attack, in order
to inspect if the student models we produce can be
used to identify the teacher’s training examples.

3 Problem Statement

Let 7" be a teacher model, trained for a specific task
target on training data D;,rge; and S be a student
model with the same architecture, but untrained.
We are interested in transferring the knowledge
captured by 7" on Dy ge¢ to S without providing S
any access to Dyqrget. Ideally, S cannot be used to
identify any data from target. S can be trained on
any data that does not come from the same distribu-
tion as Dygrger. We refer to such data as Dyyozy. T
can provide predictions on D)., based on what
it has learned on Dy4rget. We measure the perfor-
mance of both, 7" and .S, using a held-out test set
from target, which we refer to as D;Mget.

4 Method

Our method for transferring knowledge from 7" to
S without using any task-specific data, consists of
two parts: 1) partial parameter sharing, 2) finetun-
ing on a proxy dataset.

Partial parameter sharing. Since 7" and S have
the same architecture, we copy parameters from N
non-adjacent layers of 7', and use them directly in
the corresponding position in S, in order to facili-
tate knowledge transfer from 7" to S. We consider
sharing only non-adjacent layers from 7', since hav-
ing several consecutive layers in their initialized
state might result in representations of lower qual-
ity. We keep the parameters from 7' fixed during
the later finetuning step to avoid degrading to pa-
rameters of lower quality. Since the parameters
from T reflect a compressed version of the data,
we conjecture that partially sharing them provides
S only with a distorted and partial view of Dy get.

Finetuning on a proxy dataset. Sharing param-
eters in the first step only affects NV layers from .S,
the rest of the layers in S are kept in their state from
pre-training, and the task-specific parameters are
randomly initialized. In order to make these layers
contribute to the knowledge transfer as well, we
finetune the model using the proxy dataset Doz .
Note that D),y contains data that are not part
of target, but that are artificially labeled using 7.
Hence, D,,;.0.y can be unlabeled. This process is
depicted in Figure 1. We only use hard predictions
from 7', i.e., we only use the class with the highest



probability as label and do not use 7"s probability
distribution over all classes. We leave experiment-
ing with 7”s probability distribution over all classes
for future work. To train the student model, we use
the cross-entropy loss:

C
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where C is the number of classes, y;. € {0,1}
is the teacher’s prediction, indicating if the input
belongs to the c-th class or not, and y, . is the
students’ model probability for class c.

5 Experimental Setup

In this section, we describe the data and the experi-
ments we design to evaluate our proposed method
for knowledge transfer.

5.1 Data

We use two datasets in our experiments. The first
one, AP, acts as the target task, whose data should
be kept private. The second dataset, MedNLlI, is
larger and we use it as a proxy dataset to transfer
knowledge from the teacher model. Table 1 pro-
vides statistics on both datasets, and Table 2 shows
an example from each dataset.

The Assessment and Plan Relation Labeling
(AP) (Gao et al., 2023) dataset is based on clin-
ical notes from MIMIC-III v1.4 (Johnson et al.,
2016). Each instance consists of an assessment that
describes the current state of the patient and her ac-
tive health problems, a plan that handles a specific
problem, and a label that describes the relation be-
tween the assessment and the plan (direct, indirect,
neither or irrelevant). We set the training and test
sets of AP to be Dy4pget and D;mget respectively,
i.e., AP is our target task.

The Medical Natural Language Inference
(MedNLI) (Romanov and Shivade, 2018) is a
dataset for medical language inference. Each in-
stance consists of a premise, a hypothesis and a
label belonging to one of three classes (entailment,
neutral and contradiction) depending on whether
the hypothesis can be entailed from the premise or
not. The premise sentences are taken from MIMIC-
III v1.3 (Johnson et al., 2016), whereas the hypoth-
esis sentences were generated by clinicians. We set
MedNLI to be Dpyozy, 1.€., MedNLI is the proxy
dataset, that we label with the teacher, and use for
complementary knowledge transfer.
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Training Dev  Test len; len;
AP 4633 467 667 40 510
MedNLI 11232 1395 1422 20 5.8

Table 1: Dataset statistics. len; refers to the average
length of the i-th input in tokens. Note that we do
not use the test set of MedNLI, the evaluation is done
on AP’s test set. We report the size of the test set for
completeness.

AP
Input; 64M with EtOH cirrhosis, Afib, ad-
mit with upper GI bleed... Label:
Input; Anemia. Predominary acute blood —Direct
loss
MedNLI
Input; She has cough with sputum, occa- .
. Label:
sional blood streaks but no gross C
ontra-
blood. diction
Input; The patient has normal lungs

Table 2: Examples from AP and MedNLI

5.2 Target Task Performance

The goal of this experiment is to compare the per-
formance of the teacher model with the perfor-
mance of several student models:

* student-none: a student that depends only on
the proxy dataset, MedNLI, to learn the target
task.

 student-3: a student model with 3 non-
adjacent layers from the teacher. We select
the first 3 layers with even indices.

e student-6: the same as student-3, but with 6
layers instead of 3.

We use BERT base-cased (Devlin et al., 2019),
which consists of 12 encoder layers, as a base
model for both the teacher and the student. Note
that other domain-specific BERT-based models
(e.g., BioClinicalBERT (Alsentzer et al., 2019))
perform better on both tasks. However, these mod-
els are pre-trained on data from MIMIC, and we
wanted to avoid confounding our results by this
factor. We initially train the teacher model on the
AP training set for 3 epochs, with a learning rate of
5 x 1079, store a model checkpoint every 20 steps
and select the checkpoint with the highest Macro-
F1 on the validation set. Similarly, we finetune the
student model for 1 epoch using the proxy train
and validation sets after substituting some layers
(in the case of student-3 and student-6).



5.3 Training Data Identification

The goal of this experiment is to evaluate to what
extent the different student models can be used to
re-identify training data from the target task, AP,
compared to the teacher model.

We create a synthetic dataset of positives (real
training data from AP), and negatives (other data).
To keep the task challenging, we create negatives
by identifying medical entities in the positive exam-
ple, and replacing these by other randomly chosen
entities of the same type. We use a clinical NER
model (Zhang et al., 2021) to annotate the entities
of type: problem (e.g., diseases), treatment (e.g.,
medications), and test (e.g., diagnostic tests). We
restrict the number of replacements to 4 in each
instance (2 in each input part). Our final dataset
consists of 100 positive and 100 negative examples.

We evaluate the capability of the models to iden-
tify training data after finetuning on the proxy
dataset in case of the student models, and after
finetuning on the AP dataset in case of the teacher
model. We use the positive and negative examples
as input to all models, and extract their respective
representations of the [CLS] token from the last
layer. This representation is often used as an input
to a linear layer, which outputs the final predictions
in classification tasks in BERT.

After extracting the representations for the pos-
itive and negative examples, we train a logistic
regression model using 4-fold cross validation to
predict whether the provided representations consti-
tute real training data or not. Note, that this setting
assumes the availability of labeled data to train the
logistic regression model, i.e., access to original
training data of the model under attack. However,
this data should be difficult to acquire in practice.
We follow other authors (e.g., (Shejwalkar et al.,
2021)) in assuming the availability of such data.

6 Results and Discussion

The results for the experiments explained in Sec-
tions 5.2 and 5.3 are shown in Table 3. The results
show that the teacher model performs the best on
AP’s test set. This is not surprising, given that
the teacher is trained on data that is quite similar
to the test data. The gains in performance from
training only on the proxy dataset from MedNLI,
without sharing any parameters, are limited (see
student-none). This might be attributed to the fact
that the datasets are still different, even though they
come from similar tasks (e.g., AP’s inputs are much
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AP Performance Identification
(Macro-F1) (Accuracy)
majority 11.2 50.00
teacher 76.9 67.40
student-none 27.1 56.35
student-3 39.0 54.65
student-6 59.3 56.89

Table 3: Performance of all models on AP’s test set
(section 5.2), and the training data identification task
(section 5.3). Majority refers to a majority baseline.
The best performing model overall is bold. The best
performing among the student models is underlined.

longer than MedNLI’s, cf. Table 1). Grafting the
student models with parameters from the teacher
substantially improves the performance. This is
especially apparent as the number of shared layers
is increased to six.

However, the good performance of the teacher
model on AP makes it more susceptible to the train-
ing data identification attack. Indeed, the results in
the second column show that the representations
from the teacher model are more helpful in iden-
tifying the training data than the representations
extracted from the student models. The student
models in general perform poorly in identifying
the real training examples from AP, and their per-
formance is close to that of the majority baseline.
This suggests that sharing parameters with student
models is harmless, as the representations we ex-
tract from them cannot be reliably used to identify
the original training data of the teacher.

7 Conclusion

In this work, we presented an approach to tackle
knowledge transfer between two parties: a teacher,
that is trained on sensitive data, and a student
model, that lacks enough data to be trained, but
is interested in learning the same task. Our solution
depends on the teacher partially sharing some of its
parameters with the student, and providing it with
predictions on an unlabeled proxy dataset that is
different from the target dataset. Our experimental
results indicate that the proposed solution is ef-
fective in knowledge transfer, and associated with
reduced risks to potential training data identifica-
tion attacks. In future work, we will look into using
other model architectures, use more tasks for eval-
uation, take into account more advanced privacy
attacks and consider cross-lingual settings, where
the teacher and student use different languages.
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