
Integrated Gradients as Proxy of Disagreement in Hateful
Content
Alessandro Astorino1, Giulia Rizzi1,2 and Elisabetta Fersini1,*

1University of Milano-Bicocca, Milan, Italy
2Universitat Politècnica de València, Valencia, Spain

Abstract
Online platforms have increasingly become hotspots to spread not only opinions but also hate speech, posing substantial
obstacles to developing constructive and inclusive online communities. In this paper, we propose a novel approach that
leverages the integrated gradients of pre-trained language models to automatically predict both hate speech and the potential
disagreement that can arise from readers. The integrated gradient attributions are used to shed light on the model’s
decision-making process attributing importance scores to individual tokens and enabling the identification of crucial factors
contributing to disagreement and hate speech classifications. The integrated gradients’ straightforwardness allows for the
recognition of fundamental causes of disagreements and hate speech content. By adopting an interpretable approach, we
bridge the gap between model predictions and human comprehension. Our experimental results highlight the effectiveness of
our approach, outperforming traditional BERT models and state-of-the-art methods in both prediction tasks.

Keywords
Learning with Disagreement, Integrated Gradients, Hateful Content

1. Introduction
In the modern era, human beings are constantly sub-
ject to absorbing content of various kinds generated and
shared on the web. To ensure the sustainability of con-
tinuously produced information and promote individual
and societal well-being in the context of online content
is important to recognize where hate content can harm
from a personal perspective. Different individuals, ac-
cording to their cultural beliefs and backgrounds, may be
more or less susceptible to potentially offensive content.
It is, therefore, necessary to safeguard the perceptions of
different individuals by defining Natural Language Pro-
cessing (NLP) models that are able to capture and model
different perceptions. How to deal with disagreement, in
particular related to hate speech detection problems, is
a topic that has attracted increasing interest during the
last few years [1, 2, 3, 4]. Although a good number of
approaches able to deal with disagreement in hate speech
detection problems have been proposed [5, 6, 7, 8], only
a few of them have been focused on really modelling
perspectivism.

Recognizing potential disagreements within hateful
content, especially in identifying controversial elements,
is of paramount importance for multiple reasons. When
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the possibility of disagreement arises in hateful texts
shared on social media platforms (e.g. Twitter), it be-
comes critical to have a service that recognizes if that text
written in that manner causes disagreement and works
as a filter for these texts based on a personal perspective

Moreover, a detoxification strategy could be imple-
mented to notify the authors of user-generated texts,
cautioning them about the potential perception of their
content as hateful by certain readers, and suggesting
revisions for the original message. Identifying disagree-
ments within hateful sentences and determining the as-
sociated disagreement-related elements can significantly
contribute to the creation of reliable benchmarks. Pri-
marily, for contents prone to disagreements, specific an-
notation policies can be implemented (e.g., involving
more annotators, excluding samples requiring annotation
from the dataset, etc.). Additionally, annotators could be
provided with targeted cues to focus on particular con-
stituents that may be perceived differently by readers
(e.g., underlining words, hashtags, or emojis identified as
disagreement-related elements warranting careful evalu-
ation).

In this paper, we try to connect hate speech and dis-
agreement by determining which hateful constituents
can contribute more to predicting disagreement. In par-
ticular, we combine pre-trained language models and
integrated gradients providing the following main con-
tributions:

• a filtering strategy of textual constituents that con-
tributes remarkably to explain hateful messages;

• a unified model that, considering the prediction of
the hateful contents and the selected explanations,
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Dataset Language Types Training Size Task Annotators Pool Ann. % Full Agreement
HS-Brexit

[9]
En Tweets 1,120 Hate Speech 6 6 69%

ArMis
[10]

Ar Tweets 943 Misogyny and sexism detection 3 3 86%

ConvAbuse
[11]

En User-agent dialogues 4,050 Abusive Language detection 2-7 7 65%

MD-Agreement
[12]

En Tweets 10,753 Offensiveness detection 5 >800 42%

Table 1
Datasets characteristics.

predicts if disagreement could arise when reading
such contents;

The rest of the paper is organized as follows. In Section
2 an overview of the state of the art is provided. The
adopted datasets are described in Section 3. In Section 4
the proposed approach is detailed. The results achieved
by the proposed approaches are reported in Section 5.
Finally, conclusions and future research directions are
drawn in Section 6.

2. Related Work
The fast rise of social media and online communication
platforms has changed the way people communicate, ex-
change information, and express their ideas, while simul-
taneously increasing the spread of hate speech. Hateful
content includes a wide range of various forms of offen-
sive, abusive, and discriminatory language targeted at
individuals or groups based on their race, religion, ethnic-
ity, gender, or other protected characteristics. The prop-
agation of hate speech online has major implications,
perpetuating discrimination, stoking antagonism, and
instigating violence, necessitating the urgent need for
effective anti-hate speech solutions. Over the years, sig-
nificant progress has been made in developing automatic
hate content detection systems that leverage advance-
ments in Natural Language Processing (NLP), machine
learning, and deep learning techniques. In this section,
we highlight some of the state-of-the-art approaches and
methodologies employed in hate speech detection. The
dominant approach for hate speech detection is repre-
sented by supervised learning [13, 14]. In particular, the
approaches based on Language Models (LM) [15, 16, 17]
have shown promising results in capturing contextual
information and semantic relationships, leading to im-
proved classification performance.

One of the key challenges in hate speech detection is
the ability to make sense of the context in which the offen-
sive language is used. Researchers have explored context-
aware models [18, 19] that consider the surrounding text
or conversation to make more accurate predictions. This
can exploit speaker attributes, or discourse patterns to
better grasp the intended meaning and differentiate be-

tween hate speech and non-hateful expressions. In recent
years, hate speech detection has extended to encompass
multimodal data analysis to keep up with the increasing
usage of images and videos in online communication.
Combining textual information with visual cues from
images and videos has shown promise for improving the
accuracy and granularity of hate speech identification
systems [20, 14]. An increasing number of datasets are
collecting multimodal examples of hate content ranging
from memes [20, 21] to advertisements [22] and videos
[23].
The latest datasets are addressing the problem of hate
speech under the Learning with Disagreements paradigm
reporting information both on the hard label (usually
obtained through majority voting) and on the soft la-
bel (with all the annotators’ labels or a confidence level
attached to the labels). The inclusion of different perspec-
tives allows us to address the subjectivity of the task by
representing the multiple perceptions of the annotators
with different points of view and understanding [24]. The
information that represents annotators’ disagreement is
not only used to improve the quality of the dataset [25]
but also in the training process by weighting the sam-
ples according to their disagreement values [26] or by
directly training from disagreement, without considering
any aggregates label [27, 28].

3. Dataset
The four benchmark datasets provided by SemEval 2023
task 11 related to Learning With Disagreements [29] have
been considered in order to address the problem of pre-
dicting disagreement in hateful content. The datasets
have different characteristics for what concerns language,
type, and goal as summarized in Table 1. All the datasets
have been adapted by the challenge organizer to share a
common structure for what concern the textual input and
the hard and soft labels (additional dataset-specific at-
tribute are present). Since in this work, the disagreement
prediction is addressed as a binary task, an agreement
label has been derived from the soft label. This is because
taking the levels of disagreement into account requires
knowledge of the number of annotators, which is not



taken into account at this time since the objective is to
distinguish agreement and disagreement and not the var-
ious levels of disagreement. In particular, the agreement
label is set equal to (+) when there is a 100% agreement
between the annotators, regardless of the value of the
hard label, while equal to (−) in all the other cases.

4. Proposed Approach
The proposed approach aims at addressing the tasks
of predicting both disagreement and hate speech while
maintaining the method fully interpretable through the
adoption of integrated gradients. Integrated gradients
are used to shed light on the model’s decision-making
process attributing importance scores to individual to-
kens and enabling the identification of crucial factors
contributing to the model’s decision.

In particular, the proposed approach is composed of
four main steps:

1. Fine-tuning of a pre-trained LM: the multilin-
gual BERT (m-BERT) has been fine-tuned to dis-
tinguish hateful content from non-hateful ones.
The textual input (i.e. the tweet or the conversa-
tion depending on the dataset) has been given as
input to the m-BERT model with a final sigmoid
layer. Additionally, to overcome the datasets’
class imbalance, in the training phase, the loss
function has been penalized accordingly to the
class distribution. The optimal decision threshold
has been determined according to the Youden’s
J statistics [30]. The statistics, which is a linear
combination of sensitivity and specificity, is max-
imized by evaluating several cut-offs.

2. Estimation of the attribution score: the at-
tribution score for each textual constituent has
been estimated using the integrated gradients pre-
sented in [31] on the fine-tuned model. This at-
tribution score assumes values from -1 to 1, 1
means that that token has a high contribution to
the prediction of the model and -1 the opposite.
A visual representation of the integrated gradient
on two available samples is reported in Figure
1. On one hand, each attribution score allows
us to identify those tokens that contribute more
to the final prediction, and on the other hand,
those compositions of tokens characterized by
divergent values make the content controversial
potentially leading to disagreement. The vari-
ability and the magnitude of attribution values
within a text are subsequently exploited to detect
a potential disagreement.

3. Filtering constituents: the integrated gradi-
ent’s attribution scores have been used to filter
out those tokens that do not bring a significant

contribution to explain the target label. In par-
ticular, let 𝑡𝑖𝑚 be the 𝑖-th token within a text
𝑚 and 𝑠𝑖𝑚 the corresponding attribution score.
The token 𝑡𝑖𝑚 is considered significant and main-
tained for the subsequent disagreement model if
𝑠𝑖𝑚 ≥ 𝜏 , otherwise the token is removed from
the original input text. In our case study, 𝜏 is a
specific threshold estimated according to a grid
search approach.

4. Extraction of latent representations: the to-
kens considered significant according to the pre-
vious step are used to extract the corresponding
latent representation of the filtered sentence from
the fine-tuned m-BERT model.

5. Creation of the disagreement input space:
the latent representation obtained at the previous
step is used according to the following strategies:

• Filtered Embeddings: the embedding of
the filtered sentence is obtained by fine-
tuned model on hate and used to train the
subsequent disagreement model.

• Predicted Label: the Boolean labels pre-
dicted by the model fine-tuned to distin-
guish hateful from non-hateful messages
are included in the input space for training
the disagreement model.

• Distribution values: the distribution prob-
ability obtained through the sigmoid layer
of the fine-tuned models has been alterna-
tively considered.

6. Training of the disagreement model: the
derived input space (latent representation of the
selected token, concatenated with the predicted
label or probability distribution) is given as input
to a trivial Neural Network with the following
structure to predict disagreement labels:

• Input layer : layer that reflects the shape of
the input, with Relu as activation function
and dropout of 0.7;

• Hidden layer : layer that halves the size of
the input with Relu and dropout of 0.7;

• Output layer: one output neuron with a
sigmoid function to predict the final agree-
ment/disagreement.

The entire proposed approach is synthesized in Figure
2.

5. Experimental Results
In this section, the results obtained by the proposed ap-
proach are reported. We measured Precision (P), Recall
(R) and F-Measure (F), distinguishing between hateful
(+) and not hateful (−) labels and reporting also the



Morons...get your covid ... I mean koolaid

[Hateful Tweet with Agreement]
Flying in the face of science logic and common sense. People are dying and you don’t give a shit

[Hateful Tweet with Disagreement]

Figure 1: Visual representation of the integrated gradients on sentences from the MD-Agreement dataset. Positive values
are represented with the green colour, negative values are associated with the pink colour, while the white colour is used for
attribution values equal to zero.

Figure 2: Proposed Approach

Macro F-Measure. We show in Table 2 the performance
achieved by the fine-tuned model on the hate speech de-
tection task. The achieved results denote good prediction
capability, especially for the negative class (non-hateful).
This behaviour is mainly due to the unbalanced nature
of the datasets and in some cases to the limited number
of instances available.

Now, we report in Table 3 the performance on the dis-
agreement prediction, distinguishing however between
agreement (+) and disagreement (−). The results of the
proposed method are shown according to the input space
previously described. In particular, we report:

• m-BERT: a baseline m-BERT model fine-tuned
according to the disagreement label;

• NN + Filt: a neural network that takes as input
the embedding representation of the sentence
composed of the tokens selected according to the
attribution scores and trained on the disagree-
ment label. This configuration corresponds to the
one described in step 5(a);

• NN + Pred: a neural network that takes as input
the embedding representation of the sentence
composed of the tokens selected according to
the attribution scores with an additional Boolean
feature denoting the label predicted by the fine-
tuned model on the hate. This configuration cor-
responds to the one described in step 5(b);

• NN + Dist: a neural network that takes as input
the embedding representation of the sentence
composed of the tokens selected according to the
attribution scores with two additional features
denoting the probability distribution associated
with the labels predicted by the fine-tuned model
on the hate. This configuration corresponds to
the one described in step 5(c);

In order to understand whether the proposed ap-
proaches obtain significant results compared with m-
BERT, a McNemar Test has been performed. In partic-
ular, the McNemar Test has been adopted to perform a
pairwise comparison between the m-BERT predictions
and each of the proposed strategies according to a confi-
dence level equal to 0.95. If a given model outperforms
m-BERT and its error distribution is different compared
to m-BERT, then the corresponding F1-Score is marked
with a wildcard symbol (*) in Table 3.

It can be easily noted that, in the majority of the consid-
ered datasets, all of the proposed approaches significantly
outperform the considered baseline m-BERT. It is also
interesting to highlight that, considering the datasets are
even more unbalanced and with a very limited number of
samples, the proposed approach NN-Dist tends to achieve
more balanced performance between the two labels than
the other methods. The McNemar test confirms that the
NN-Dist strategy is not only the best-performing one
but also that the predictions are different with respect



Dataset P+ R+ F+ P− R− F− Macro F

HS-brexit 0.37 0.78 0.58 0.97 0.84 0.90 0.70
ArMIS 0.55 0.76 0.64 0.75 0.54 0.63 0.63
ConvAbuse 0.77 0.50 0.60 0.90 0.97 0.93 0.77
MD-Agreement 0.73 0.56 0.63 0.80 0.90 0.85 0.74

Table 2
Model performance on the hate speech detection task on the test set.

Dataset Approach P+ R+ F+ P− R− F− Macro F

HS-Brexit
m-BERT 0.85 0.69 0.76 0.51 0.73 0.60 0.68
NN + Filt 0.69 0.86 0.83 0.62 0.50 0.55 0.69
NN + Pred 0.79 0.86 0.83 0.62 0.50 0.55 0.69
NN + Dist 0.84 0.78 0.81 0.57 0.67 0.62 0.71

ArMIS
m-Bert 0.60 0.27 0.37 0.32 0.65 0.43 0.40
NN + Filt 0.64 0.93 0.76 0.50 0.11 0.18 0.47*
NN + Pred 0.66 0.84 0.73 0.46 0.25 0.32 0.53*
NN + Dist 0.67 0.75 0.71 0.47 0.38 0.42 0.56*

ConvAbuse
m-BERT 0.87 0.99 0.93 0.33 0.03 0.05 0.49
NN + Filt 0.94 0.59 0.73 0.23 0.76 0.25 0.54*
NN + Pred 0.92 0.67 0.78 0.24 0.65 0.35 0.56*
NN +Dist 0.94 0.70 0.80 0.27 0.72 0.40 0.60*

MD-Agreement
m-BERT 0.43 0.34 0.38 0.58 0.68 0.63 0.50
NN + Filt 0.47 0.71 0.57 0.67 0.43 0.53 0.55*
NN + Pred 0.53 0.52 0.52 0.66 0.66 0.66 0.59*
NN + Dist 0.54 0.52 0.53 0.66 0.68 0.67 0.60*

Table 3
Comparison of the different approaches on the test set for disagreement detection. Bold denotes the best approach according
to the F1-Score, while underline represents the best approach according to the disagreement label. (*) denotes that model
outperforms M-BERT and obtains results that are statistically different.

to the ones given by m-BERT. This implies that the per-
formance of the proposed approach could be considered
statistically significant.

An additional remark concerns the relationship that
exists between the disagreement prediction model and
the model able to predict hateful content. The perfor-
mances of the proposed models are strictly related to
the recognition capabilities of the model fine-tuned to
distinguish hateful content from non-hateful ones. Im-
proving the recognition capabilities of the hateful model
is expected to increase the recognition potential of the
proposed disagreement models.

For what concerns the errors of the most promising
approach, i.e., NN-Dist, we can highlight that on the
HS-Brexit dataset, most of the misclassifications are due
to the absence of relevant information. In particular, in
70% of the misclassified samples, there are references
to users and links that have been omitted, making the
understanding of the context even more complex. Re-
garding the ArMis dataset, most of the errors are related
to the implicit language used to express hateful content
against women (no explicit insults or sexist expressions
are used, but more subtle misogynous samples are re-

ported). In ConvAbuse, the misclassification of the pro-
posed approach is mainly due to the reduced number of
tokens of the text. In fact, 40% of the original text con-
tains less than 3 tokens, making difficult the prediction of
disagreement. Finally, in MD-Agreement the error rate
is quite higher (42.79%) compared to the other datasets.
In this scenario, the misclassified samples are almost bal-
anced between the two classes, (i.e., 0.45% for the agree-
ment and 55% for the disagreement class). The main
reason behind the high classification error can be found
in the different arguments covered by the dataset. This
suggests that disagreement is not only related to differ-
ent beliefs or backgrounds but also to specific discussed
topics.

6. Conclusions and Future works
The proposed paper introduces a novel approach for de-
tecting disagreement in hateful content. The method
leverages integrated gradients from pre-trained language
models to predict both hate speech and potential disagree-
ment arising from different readers. The approach is eval-
uated on four benchmark datasets related to Learning



With Disagreements, and the results show that the pro-
posed method outperforms the baseline m-BERT model
in disagreement prediction tasks. One of the proposed
strategies, namely NN + Dist, performs particularly well
and achieves statistically significant improvements com-
pared to a baseline model based on m-BERT. Overall, the
proposed approach demonstrates the potential to predict
disagreement in hateful content compared to bert. Future
work could focus on exploring the applicability of the
proposed approach to other languages and expanding
the scope to include multimodal data analysis, consid-
ering the increasing use of images and videos in online
communication.
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