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Abstract

Fine-tuning Large Language Models (LLMs) on tasks with instructions has demonstrated potential in boosting zero-shot
generalization to unseen tasks. Inspired by studies on the reasoning skills of Instruction-tuned LLMs (It-LLMs), we investigate
reading-comprehension, reasoning, and production over symbolic tasks. In particular, we propose an iterative reading-
comprehension and reasoning approach to solve question-answering tasks based on structured data, i.e., Text-to-SQL task. In
our approach, we define a specialized procedure to provide the relevant evidence from structured data and natural language
queries in order to stimulate the It-LLMs to focus on the production task and reasoning. Hence, we propose a prompting
generation procedure to allow It-LLMs to reason about the structural information and natural language queries and produce
symbolic output, i.e., the SQL queries. Extensive experiments, in zero-shot scenarios, with different types of structured
data, demonstrate the superhuman abilities of It-LLMs in comprehension and production astonishing answers. However,
hallucinations and misleading answers are also produced; this still shows the shortcomings of the instructed LLMs and, thus,

their partial unreliability.
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1. Introduction

The development of Large Language Models (LLMs) has
been one of the most significant advances in NLP [1, 2].
LLMs are demonstrating superhuman performance after
immense corpora pre-training [3], intending to language
modeling objectives. Moreover, recent advances show
that LLMs are able to do zero-shot task generalization,
meaning they can adapt to unknown tasks without fine-
tuning. In this way, Instruction-tuning is a promising
direction [4, 5, 6]. Instruction-tuning enables these mod-
els to follow instructions in different tasks and perform
well in tasks in which they have not yet been explicitly
trained.

Behind the significant pre-training, Instruction-based
tuning is divided into either crowd-sourced human tasks
[4, 5] or model-generated tasks [7] for instructional tun-
ing, which is of limited quantity and quality. The scalabil-
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ity of Language Models in different dimensions has been
shown to overcome the limits of zero-shot performance,
and the search for high-quality and scalable Instruction-
tuning tasks has become increasingly important.

Despite their success, recent work has revealed that
It-LLMs can generate misleading information in conflict
with factual knowledge [8], fail to master domain-specific
knowledge [9, 10], and in order to produce answers they
stretch the generative imagination by constructing hallu-
cinatory answers [11]. To address these problems, Zhou
et al., [12] proposed efficient methods to provide opti-
mal prompts, while Janget al., [13] and Arora et al., [14]
really understand the prompts.

In this paper, we propose an iterative reading-
comprehension and reasoning approach to solve
question-answering tasks based on structured data. In
particular, we implement a systematic approach by re-
considering the Text-to-SQL task [15] in a prompt-based
version. Then, we define a specialized procedure to pro-
vide the relevant evidence from structured data and query
the It-LLMs in natural language. In this way, we direct
the models to focus on understanding the prompt, reason-
ing based on the information provided, and producing
the output, the SQL code that solves Text-to-SQL task.
Extensive experiments, in zero-shot scenarios, with differ-
ent types of structured data demonstrate the remarkable
abilities of It-LLMs in understanding and producing as-
tonishing responses in the presence of various levels of
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Figure 1: General organization of our work.

information. However, we have observed errors as the
information given to It-LLMs decreases. The results of
the zero-shot scenarios still show shortcomings of the
It-LLMs and, thus, their partial unreliability when the
harder queries and less informative databases are consid-
ered.

2. Background & Related Works

2.1. Large Language Models

Brown et al.,[2] with GPT3 were the forerunners of the
many Large Language Models (LLMs). Among the well-
famous LLMs are OPT [16], FLAN [17], and LLaMA [18].
Compared to the smaller language models, LLMs have
several emergent abilities [19], including zero-shot multi-
task solving [6] and few-shot in-context learning with
chain-of-thought reasoning [20].

2.2. Instruction-tuned LLMs

LLMs generate texts following certain formats and in-
structions from examples in their prompts. Ouyang al.,
[5] trained GPT3 with instruction-response corpora to
make LLMs more scalable and improve zero-shot perfor-
mance. As a result, InstructGPT, ChatGPT, and GPT4
perform well on a wide range of tasks without seeing
any examples. Recent research has also found that GPT-
generated instructions and outputs to follow instructions
[21] can improve LLMs’ ability to follow instructions.
Wang et al.,[22] proposed a semi-supervised method to
generate different instructions from an NLP task-based
seed instruction [7]. However, these models are not fully
open-source, and it is often possible to use them for free
as black-boxes [23]. Recent open-sourcing efforts include
several competitive models [24, 25] but cannot match the
performance of closed-source models [26].

It-LLMs

A\ G -

“It seems like you have
provided a series of SQL
commands to create a
database named classicmodels
and a table named customers,
as well as inserting some data
into the customers table.

SELECT nome, email
FROM Utenti
WHERE is_attivo = true;

SELECT * FROM
tableName WHERE
column] = *value*
AND column2 > 100;

AN

SELECT * FROM tableName
ORDER BY columnName
DESC;

2.3. Text-to-SQL task

The ability to translate natural language queries into SQL
or other ontological formal languages [27, 28] is a valu-
able tool because it allows one to interact with databases
using a natural language without having to learn SQL.
There are several approaches to the problem of transla-
tion from natural language to SQL. The earliest methods
were totally rule-based [29, 30]; later, with the arrival of
statistical learners, a common approach became learning
the mapping between SQL queries and commands [15].
Database schema and queries, rich in terms of relation-
ships, are often encoded in graphs — and processed by
graph neural networks [31] or self-attention mechanisms
[32] - or translated into intermediate representations
[33]. Recently, the Text-to-SQL task has been interpreted
as a sequence-to-sequence, and transformer-based mod-
els are applied [34, 35]. However, a critical aspect is the
amount of input information, i.e., database schemas and
relationships encoding. In this paper, we move forward
and propose a new Text-to-SQL approach by exploiting
the potential of It-LLMs models. In particular, after an
extensive prompt-tuning phase, we analyze two It-LLMs
models’ reasoning and generalization abilities in solv-
ing the Text-to-SQL task with less informative database
representations and harder queries. Our contribution is
unaffected by LLMs’ prior knowledge after pre-training
as we test a collection of definitely unseen databases.

3. Methods

In order to test the reading-comprehension abilities
of Instruction-tuned Large Language Models (It-LLMs)
in the Text-to-SQL translation task, we organized the
prompting phase into two parts. In the first phase, we
defined different prompts for studying how the presence
of Structural Information and data affects the behavior of
models (Section 3.1). In the second phase, we defined pos-



sible types of Natural Language Queries (Section 3.2): to
quantify the ability of a model to reason over structured
information.

3.1. Prompting Structural Information

We defined three prompting-approaches for Structural
Information based on the amount of database informa-
tion provided to the model. Hence, we proposed three
types of input: (i) complete information on the current
database schema, including primary and foreign keys
(SOLO~SCHEMA); (ii) degradation of the original ta-
ble and attribute names via removing vocals from them
(UGLY~SCHEMA); (iii) same as UGLY~SCHEMA but pro-
viding, in addition, a small amount of real data in order to
compensate for the degraded schema information (UGLY
& INSERT).

3.2. Prompting Natural Language Query

Regarding the Natural Language Query (NLQ), i.e., the
queries we wish to translate SQL, inspired by the work of
[36], we considered three hardness-levels: easy, medium,
and hard. A given NLQ is assigned to a certain level
if the best corresponding SQL translation has specific
hardness characteristics. The hardness-levels are defined
as follows:

1. EASY: values are selected only from one table
(there is no join).

2. MEDIUM: values are selected by joining two ta-
bles.

3. HARD: values are selected by joining more than
two tables.

Furthermore, in all levels, an arbitrary number of condi-
tions is allowed, and aggregation functions are included.

3.3. Prompting Phase

We conducted the Text-to-SQL task using two It-LLMs:
GPT-3.5 [37] and Claude-instant [38]. In a zero-shot
scenario, we considered the three different approaches
(as described in Section 3.1), behind which we asked the
models to translate a small number of NLQ per hardness-
level on three different databases. In particular, except for
feeding the SQL dump of the database as input, requests
such as “Traduci la seguente query NL in SQL” were made
without any further prompt engineering steps.

4. Experiments

In order to observe the real abilities of Intruction-
tuned Large Language Models (It-LLMs) in reading-
comprehension on heterogeneous inputs and the rea-
soning abilities behind output generation, we selected a

Database DB1 DB2 DB3

Topic Drugs and Pre- | Sport Center Covid and Hospi-
scriptions tals

Tables 16 17 20

Columns AVG 3.19 5.35 5.25

Primary Keys 46,82% 37.4% 32.12%

Foreign Keys 30.57% 12.28% 32.25%

Table 1

Databases detailed characteristics. The column “Tables” re-
ports the number of tables, “Columns” reports the average
number of columns per table, “Primary Keys” and “Foreign
Keys” report respectively, the average frequency of primary
keys and the average frequency of foreign keys inside each
table.

set of databases (Section 4.1) and conducted a series of
systematic queries (Section 4.2).

4.1. Datasets

In order to analyze the generalization abilities, we have
fed dumps of three SQL databases that are definitely un-
seen, thus not found on the Web, and never seen in the
pre-training corpora of Large Language Models. More-
over, databases differ in topic, topology, and size as shown
in Table 1.

4.2. Experimental Settings

Behind describing the data (Section 4.1) and prompting
methodologies (Section 3), we tested our proposals on
GPT-3.5 and Claude Instant. Hence, we provided Struc-
tural Information, defined in Section 3.1, in three differ-
ent ways, in each of which we requested the translation
of four Natural Language Queries (NLQ) for each hard-
ness level. We conducted experiments on three different
databases to study phenomena in different scenarios. The
NLQs were in Italian and, as described in Section 3.2 were
of the type: “Traduci in sql la seguente query ‘nomi,cog-
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nomi,eta degli utenti...ordinati per eta””.

5. Results & Discussion

5.1. The reading-comprehension
Challenge

It-LLMs are amazing understanders; in fact, in presence
of structured information, they perform very well in over-
coming complex challenges and generating good transla-
tions from Text-to-SQL. In Table 2 we can observe that
both GPT-3.5 and Claude Instant perform very well in
the SOLO~SCHEMA approach. In particular, both GPT-
3.5 and Claude Instant produce an accurate translation
for all the EASY queries. Moreover, Claude Instant pro-
duces very good results on average also on the MEDIUM
queries. Hence, the It-LLMs showed good abilities in



Model Approach EASY MEDIUM HARD
DB1 DB2 | DB3 | TOT | DB1 DB2 | DB3 | TOT | DB1 DB2 | DB3 | TOT
SOLO~SCHEMA | 1.00 1.00 1.00 1.00 1.00 0.50 0.50 0.67 1.00 0.50 0.25 0.58
GPT-3.5 UGLY~SCHEMA | 0.75 0.75 0.75 0.75 0.50 0.25 0.50 0.42 0 0 0 0
UGLY & INSERT 1.00 0.75 0.50 0.75 0.50 0.50 0.25 0.42 0.50 0.25 0 0.25
SOLO~SCHEMA | 1.00 1.00 1.00 1.00 0.75 1.00 0.75 0.83 0.75 0.75 0.50 0.67
Claude instant | UGLY~SCHEMA | 0.50 1.00 0.75 0.75 0.50 0.50 0.50 0.5 0.25 0.50 1.00 0.58
UGLY & INSERT 1.00 0.50 0.50 0.67 0.50 0.25 0.75 0.5 0.75 0.75 0.50 0.67

Table 2

Models percentage of corrects answers across the different approaches and divided by hardness-level. TOT value calculates
the average of successes obtained in translating leveled queries at each database.
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Figure 2: Linear regression is performed to analyze the correlation between average score and quantity of information

available, quantified as the Information Level.

comprehending natural language and the structural in-
formation of databases in SQL language.

5.2. The reasoning-generation Challenge

The It-LLMs’ reasoning and SQL query generation skills
are strongly related to the quality of the queries. Indeed,
the It-LLMs could generate intriguing output even in
zero-shot and low-resource scenarios (with limited struc-
tural information). However, they could not generate
exhaustive translations when the types of SQL queries
required were hard. In fact, in Table 2, it is possible to ob-
serve a marked decrease in the SOLO~SCHEMA rows of
the HARD columns compared to the EASY and MEDIUM
columns. In particular, for DB3 queries, performances
fall by half, or worse, going from EASY level to HARD.

5.3. Effects of degradation of structural
information
Both the reading-comprehension and reasoning-

generation abilities of It-LLMs are negatively affected by
degrading database information.

In fact, we can observe that as we degrade the struc-
tural information of the database by removing vocals
from the table and attribute names (UGLY~SCHEMA),
the models tend to make errors with a high frequency.
Looking at Table 2, GPT-3.5 and Claude instant perfor-
mances deteriorate at all hardness levels. Moreover, GPT-
3.5 always fails to translate HARD queries. This means
that both models find it more challenging to understand
what is asked in the NL query and to reason over the
database structure with deteriorated names.

However, some points can be recovered by provid-
ing the database with a small amount of real data
(UGLY&INSERT). This phenomenon can be observed by
noting that the TOT obtained in the UGLY & INSERT ap-
proach never worsens compared to the UGLY~SCHEMA,
regardless of the hardness level of the queries.

Hence, we can conclude that degrading information
quality has negative effects on both models, affecting the
reliability of their reasoning skills.

Finally, we want to quantify how model performance
is affected by the amount of information available on a
database compared to the amount of information needed
to effectively resolve queries. We hence define this quan-
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Figure 3: Number of semantic errors and syntactic
errors for GPT-3.5 and Claude Instant across approaches,
ordered from most informative to least informative.

tity of information as Information Level I. We define I as

follows:
_as

hs

where as is the Approach score and hs is Hardness Score.
The Approach Score as assigns a score to each approach,
ranging from 1 to 2: the highest value 2 is assigned
to the SOLO~SCHEMA approach and the lowest 1 to
UGLY~SCHEMA. The UGLY & INSERT approach is as-
signed an intermediate score of 1.5. To calculate the
Information Level we smooth this information with the
actual hardness of the query that is assigned with the
Hardness Score hs: it ranges from 1 (for the EASY level)
to 3 (for the HARD level).

As shown in Figure 2, GPT-3.5 and Claude Instant per-
formances correlate with the Information Level. For GPT-
3.5 (Figure 2a), a large Pearson correlation coefficient
(0.88) is observed, which is statistically significant with a
p value of 0.001. Claude Instant performance (Figure 2b)
is still positively correlated with the Information Level,
although the Pearson correlation coefficient is lower (0.5)
and has a higher p value (0.1).

5.4. Errors Analysis

In this section, we focus on the characterization of er-
rors that are made by the analyzed models. We in-
vestigate two types of errors: semantic errors and
syntactic errors. The semantic errors are queries
mistranslated by the system that, if executed, result in
the selection of information other than what was ini-
tially requested in natural language. On the other hand,
syntactic errors are errors that make the query not
executable by an engine: these queries are characterized
by incorrect use of SQL syntax (e.g., they contain a field
in the HAVING statement that is not present in the SELECT)
or contain references to tables and fields that do not exist

in the database in question. In Figure 3, we can observe
the effect of different approaches on the number of errors
in the two cases.

As expected, as the information available to a system
decreases, the number of semantic errors tends to in-
crease. We can observe that both GPT-3.5 (Figure 3a) and
Claude Instant (Figure 3b) tend to make a limited number
of semantic errors in the SOLO~SCHEMA approach,
while the UGLY~SCHEMA approach leads to the largest
number of errors. We can observe that the UGLY & IN-
SERT approach, with a limited set of realistic data, seems
to reduce the number of semantic errors.

On the other hand, the trend in the number of
syntactic errors is different between the two mod-
els. In GPT-3.5, the decrease in the informativeness of
the dumps leads to more errors. Manual inspection found
that only one error was due to incorrect use of SQL syn-
tax: in most cases, GPT-3.5 has difficulty identifying the
tables and columns to be used in the given database and
therefore proposes SQL queries that make use of arbi-
trary tables. In this case, these syntactic errors are
definitely examples of hallucinations and need to be fur-
ther explored. Claude Instant, instead, tends to retain
more information about the dump, and the number of
syntactic errors is more constant across the different
approaches.

6. Conclusion

In this paper, we propose an iterative reading-
comprehension and reasoning approach to solve
question-answering challenges of the Text-to-SQL task.
The results obtained from the experiments conducted
in this work witness the potential of Instruction-tuned
Large Language Models (It-LLMs).However, despite
their promising performance, certain limitations have
emerged. We discovered that even with minimal infor-
mation about the database, It-LLMs can generate natu-
ral language query translations that yield correct and
executable SQL queries by just prompting them. Nev-
ertheless, it became evident that reducing the amount
of information provided could lead to the generation of
incorrect queries. Expanding the scope of our investiga-
tion, we believe it would be worthwhile to conduct simi-
lar experiments with other It-LLMs. Such comparisons
could help determine whether the common phenomena
observed in both tested models result from a coincidence
or represent aspects to further investigate in studying
these new technologies.

In conclusion, this research underscores the substantial
advancements offered by It-LLMs in the realm of Text-to-
SQL translation while also the implications of choosing
whether to provide more or less information during the
prompting process.
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