Studying Language Processing in the Human Brain
with Speech and Language Models

Chao Zhang Andrew Thwaites Cai Wingfield
Tsinghua University University College London University of Cambridge
University College London University of Cambridge cw4l7@cam.ac.uk

cz277@tsinghua.edu.cn acgt2@cam.ac.uk

Abstract

Speech and language computational models have been instrumental in advancing Artificial In-
telligence in recent years. However, it remains an open question whether the human brain is
employing similar approaches to these models. This tutorial aims to provide an accessible intro-
duction to the extensive research on this topic, specifically focusing on studies that seek to es-
tablish quantitative correlations between neuroimaging data from human subjects and the output
of language models or automatic speech recognition systems. The tutorial covers various aspects
of this research, including a brief overview of brain-computer interfaces and neuroscience, com-
mon techniques for data processing and pattern analysis, and representative research examples.
Finally, the tutorial addresses the main limitations and technical challenges encountered in this
field, as well as the relationship between brain mechanism research and brain-inspired artificial
intelligence.

1 Motivation and Objectives

The ability to engage in complex verbal communication is a defining capacity that distinguishes humans
from other animals, and speech is a primary medium through which this is achieved. The brain recog-
nises individual words and understands the semantics of sentences through the progressive processing
of speech signals, a process known as language comprehension. Understanding the mechanisms un-
derlying this process is an important research topic in computational cognitive neuroscience (Chomsky,
1965; Goldberg, 2006). Computational cognitive neuroscience is a field that connects the brain’s com-
plex biological neural system with computational models that can describe and simulate its cognitive
functions. Technological developments over the last three decades have aided this field. First, modern
neuroimaging technology allows us to collect brain activity patterns (“brain responses’”), from human
subjects while they receive natural language input. Second, human-level automatic speech recognition
(ASR) systems and their accompanying language models can provide human-level model responses to
any arbitrary inputs of speech or text. By employing spatiotemporal pattern analysis techniques, we can
quantitatively correlate the brain responses and model responses given the same input, providing insights
into the brain’s spoken language recognition and comprehension mechanisms (Wingfield et al., 2017,
Wingfield et al., 2022; Tuckute et al., 2022; Vaidya et al., 2022; Vaidya et al., 2022; Caucheteux et al.,
2023). This research method not only provides new means to uncover the secrets of the brain’s language
comprehension mechanism but also provides a basis for measuring the brain-likeness of models (Wing-
field et al., 2022), which can be used both for investigating the intelligence characteristics of the brain and
in interpretable artificial intelligence (AlI) research. Moreover, the development of connectionism/deep
learning Al technology, including large language models (LLMs), continues to draw inspiration from
neuroscience, reflecting the close correlation between the two.
This tutorial will mainly introduce the following:

* Brain-computer interface and basics of neuroscience.

* Common data processing and pattern analysis techniques.
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* Language models and automatic speech recognition technologies.
* Representative research work and its research achievements.
* Major technical challenges and prospects for future work.

2 Tutorial Overview and Structure

2.1 Brain-computer interface and basics of neuroscience (15 min)

While several technologies allow the direct or indirect measurement of human brain responses through
non-invasive means, electroencephalography (EEG), magnetoencephalography (MEG), and functional
magnetic resonance imaging (fMRI) are three of the most common. EEG and MEG directly measure
the accompanying electric field and magnetic field of neuronal dendrites during the generation of action
potentials, while fMRI indirectly measures the energy consumption of neurons performing computations
by measuring blood oxygen levels. Functional near-infrared spectroscopy (fNIRS) also measures blood
oxygen levels, but via local spectroscopy rather than magnetic resonance imaging, which restricts its
utility.

Intracranial EEG (iEEG) is less common, due to its requirement for invasive surgery. iEEG tech-
nologies include stent EEG (where EEG electrodes are placed inside arteries or veins adjacent to the
cortex) and electrocorticography (ECoG), where electrodes are placed directly into the cortex. Intracra-
nial electrode types can range from single-pin electrodes to complex arrays comprised of thousands of
miniaturised microelectrodes (Steinmetz et al., 2021).

2.2 Common data processing and pattern analysis techniques (15 min)

Before conducting model-brain comparisons, it is often necessary to clean brain activity data, especially
for electrophysiological measurements from EEG and MEG. This involves steps such as averaging, fil-
tering, and removing signal components deemed to arise from non-neuronal activity. For EEG and
MEQG, the data may also need to be transformed from “sensor space” (where each measurement repre-
sents sensor readings over time) to an estimation of “source space” activity (where each measurement
corresponds to neural activity in a specific brain location). This transformation is known as “source
localisation”(Hamaéldinen and Ilmoniemi, 1994).

Comparing neural activity with computational models can be achieved in various ways. The goal is
to assess the similarity between a model’s behaviour and brain activity, either explicitly or implicitly.
The most straightforward techniques simply compare the model’s outputs directly with the activity in
each brain location. This comparison can be done using similarity metrics like Pearson’s Rho, Euclidean
distance, or mutual information (e.g. (Thwaites et al., 2017; Pérez et al., 2022)).

Such direct comparison requires the model to make specific predictions about each region’s activity.
If the model is unable to make such a prediction, then the researcher might choose to train a wrapper
model that transforms the output of the original model to match the neural data (e.g., (Caucheteux et
al., 2023; Oota et al., 2023)). Alternatively, they might choose to relax the constraint that the model’s
output must match a single location, either by fitting a wrapper model that tries to learn the relationship
between multiple locations of activity and the model (using classification or linear regression (Millan
et al., 2002)) or by indirectly comparing the patterns of how both the models and brain regions reacted
under certain conditions, an approach known as representation similarity analysis (RSA) (Kriegeskorte
et al., 2008).!

Relaxing the constraint of direct comparison between model and activity has numerous drawbacks,
however, including a decrease in statistical power and interpretability.

2.3 Language models and automatic speech recognition technologies (20 min)

Two broad families of computational models are usually considered relevant to the study of the brain’s
speech recognition and understanding mechanisms: text-based language models and speech-based ASR

'"The family of approaches that relaxes the “single region constraint” is known as “multivariate pattern analysis” (MVPA)
(Haxby, 2012).
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models. Text-based language models have been found to be useful models for both human language
syntax and semantics. GloVe (Pennington et al., 2014) and word2vec (Mikolov et al., 1997) are com-
monly used word vectors. Pre-trained language models based on the Transformer structure (Vaswani et
al., 2017) have profoundly influenced the development of Al, which include embeddings from language
models (ELMo) (Peters et al., 2018), Generative pretrained Transformer (GPT) (Radford et al., 2018),
bidirectional encoder representations from Transformers (BERT) (Devlin et al., 2019), GPT-2 (Radford
et al., 2019), and GPT-3 (Brown et al., 2020), etc. In particular, LLMs represented by ChatGPT (Ope-
nAl, 2022) demonstrate powerful multi-task capabilities in language and are considered a milestone in
general Al

ASR is the Al task that most resemble the speech recognition ability of the brain. The development of
ASR technology has gone through two stages: systems based on hidden Markov models (HMM) and end-
to-end systems. Modular systems include acoustic models, language models, pronunciation dictionaries,
and decoding programs (Jelinek, 1998), commonly using Gaussian mixture models (GMM) and ANN to
model the observation probability of HMM (Young et al., 2015; Bourlard and Morgan, 1994; Hinton et
al., 2012). ASR models that only use ANN models without HMM appeared as early as the late 1980s
(Robinson and Fallside, 1987), but it has only recently gradually and completely replaced HMM models
as the mainstream method. Connectionist temporal classification (CTC) is a popular pure neural network
ASR method (Graves et al., 2006) equivalent to an ANN-HMM (Li et al., 2019). End-to-end ASR uses
an ANN model to directly convert the input speech sequence to the output text sequence (Graves, 2012;
Graves et al., 2013; Chorowski et al., 2015; Lu et al., 2015; Chan et al., 2016). The end-to-end ASR
have added a memory mechanism for elements in the output word sequence to model at the sentence
and semantic levels like text language models, equivalent to audio-grounded language models (Li et al.,
2019), and can fully utilize audio information for speech understanding (Sun et al., 2023). However,
even large end-to-end ASR models trained with a massive amount of speech data still have a significant
gap in accuracy and robustness in real applications compared to humans (Zhang et al., 2022; Radford et
al., 2022). Consequently, studying the brain’s speech recognition and understanding mechanisms is of
great value in inspiring improvements in ASR (Wingfield et al., 2022).

2.4 Representative research work and its research achievements (30 min)

Humans consume language via different means, and the study of the brain’s language comprehension
mechanism is consequently also wide-ranging. For example, reading text is a common experimental
method in neuroscience research for language cognition. By using fMRI to collect blood oxygen level
signals when subjects read words and pictures, Mitchell et al. in 2008 demonstrated that word vectors
constructed based on co-occurrence frequency are able to predict brain responses related to isolated
words (Mitchell et al., 2008). Wehbe and colleagues built on this idea and used more natural narrative
text as stimuli to study lexical features (Wehbe et al., 2014) and syntactic features (Reddy and Wehbe,
2021). Wehbe et al. also used MEG data with high temporal precision and established a correspondence
between the MEG data and word vectors of the RNN language model by learning a linear mapping
function (Wehbe et al., 2014). More recent studies have increasingly used neuroimaging data such as
EEG and MEG with high temporal precision (Toneva et al., 2020; Hollenstein N et al., 2021; Schrimpf
et al., 2021; Chehab et al., Data Analysis; Toneva et al., 2022; Caucheteux and King, 2022; Murphy
et al., 2022), as well as vector representations derived from text models like word2vec, GloVe, ELMo,
GPT, BERT, and GPT-2. These studies show that language models can be used to interpret the brain’s
language-processing mechanisms, thereby enhancing our understanding of human language cognition.

Having subjects listen to narrative speech is more natural than reading text, as speech inherently has
temporality, making it easier to determine the order and duration of responses to individual words. In
2014, Mesgarani et al. had epilepsy patients listen to natural continuous speech and used intracranial
electrodes to record brain electrical signals with high spatiotemporal precision, finding that the superior
temporal cortex of the brain concentrated speech features (Mesgarani et al., 2014). Later, Wingfield
and others found commonalities between humans and ASR based on GMM-HMM acoustic models in
simultaneously collected EEG and MEG data, including significant correlations between both phonetic

Proceedings of the 22nd China National Conference on Computational Linguistics, pages 17-23, Harbin, China, August 3 - 5, 2023.
(c) Technical Committee on Computational Linguistics, Chinese Information Processing Society of China

19



Computational Linguistics

features and the hidden layers of the DNN-HMM acoustic model with those areas of the brain related to
auditory and phonetic processing (Wingfield et al., 2016; Wingfield et al., 2017; Wingfield et al., 2022).
Défossez and others found that using comparative learning of brain responses collected by EEG or MEG
when listening to speech and the pre-trained wav2vec 2.0 model’s responses could achieve top-1 and
top-10 classification accuracy rates of up to 44.1% and 72.5% respectively from 1,594 3-second speech
segments heard by the subject (Défossez et al., 2022). The increased interest in audio-based ASR as a
computational model has partially dampened the interest in fMRI recordings (which have a relatively
poor temporal resolution compared with EEG and MEG), and ASR-related studies in EEG and MEG are
gradually increasing (Wang et al., 2022).

In China, many universities and research institutions have made significant research achievements in
the neural mechanisms of language cognition (Wang et al., 2022; Lu et al., 2019; Zou et al., 2022; Wang
etal., 2020; Zhang et al., 2022; Fu et al., 2022; Qian et al., 2016; Liu et al., 2022; Jin et al., 2018; Sheng
et al., 2019). Although the development of ASR and LLMs in China is broadly synchronized with the
world’s leading edge, there is relatively less research on using these Al computational models to parse
brain language cognition mechanisms, most of which use reading text rather than listening to speech as
stimuli (Zou et al., 2022; Wang et al., 2020). The team of researchers Shaonan Wang and Chengqing
Zong from the Institute of Automation of the Chinese Academy of Sciences used open-source fMRI data
based on listening to English narrative speech, and used ELMo and BERT language models to study the
representation of different syntactic features in the brain (Zhang et al., 2022), and in 2022, they released
Chinese data collected with fMRI and MEG respectively (Wang et al., 2022).

2.5 Major technical challenges and prospects for future work (10 min)

Research on human brain language cognition mechanisms using ASR and language models is a complex
interdisciplinary field of neuroscience and Al, involving various fundamental sciences such as physics,
statistics, physiology, neuroscience, psychology, and linguistics, as well as advanced hardware and soft-
ware technologies such as brain-computer interfaces, signal processing, machine learning, and multi-
voxel pattern analysis. The diversity of the disciplines involved is high, and many technologies (such
as Al and brain-computer interfaces) are not yet fully mature, resulting in the facing of many techni-
cal challenges. However, such disciplinary characteristics also bring important scientific opportunities
and many new application opportunities. In the medical field, relevant research methods and results can
help understand and treat brain diseases related to speech (such as autism and dementia); in the field of
human-computer interaction, it can be significant to the development of brain-computer interfaces based
on imagined speech.

3 The Presenter and Co-Authors

Chao Zhang (presenter, presentation in Mandarin) is a tenure-track Assistant Professor at the De-
partment of Electronic Engineering at Tsinghua University and holds an Honorary Professorship at
University College London. He obtained both his BEng and MSc degrees from Tsinghua University and
his PhD degree from Cambridge University. He was a research scientist at Google.

Andrew Thwaites (co-author) is a Senior Research Fellow at UCL and Affiliated Lecturer in Statistics
at the University of Cambridge’s Department of Psychology. His research focuses on computational
neuroscience, in particular speech and auditory processing. Dr Thwaites received his PhD in Computa-
tional Neuroscience from the University of Cambridge.

Cai Wingfield (co-author) is a Visiting Scientist at the University of Cambridge (MRC Cognition and
Brain Sciences Unit). His research focuses on speech and language processing, as well as on the dual
roles of language and simulation in conceptual cognition. He received his PhD in the mathematical
foundations of computer science at the University of Bath.
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