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Abstract

Chinese Frame Semantic Parsing (CFSP) is a semantic parsing task based on Chinese FrameNet
(CEN). This paper presents a solution for CCL2023-Eval Task 3. We first attempt various pre-
trained models for different sub-tasks. Then, we explore multiple approaches to solving each
task from the perspectives of feature engineering, model structure, and other tricks. Finally,
we provide prospects for the task and propose potential alternative solutions. We conducted
extensive comparative experiments to validate the effectiveness of our system.

1 Introduction

Chinese Frame Semantic Parsing (CFSP) is a semantic parsing task based on Chinese FrameNet (CFN)
(Gildea and Jurafsky, 2002). To gain a thorough understanding of the events included in the sentence, it
aims to extract the frame semantic structure from the sentence, including identifying the frame activated
by the target word, Frame elements, etc. In downstream tasks like relation extraction (Zhao et al., 2020)
and reading comprehension (Guo et al., 2020b; Guo et al., 2020a), FSP is extremely important.

1.1 Task Definition
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Figure 1: Example definition of three sub-tasks

Frame Identification is a large-scale text classification task that seeks to identify the activated frame
based on the target word in the sentence. There are numerous frame types, but there are few sentences
that fit into each class, which presents a challenge. Given a sentence including a target word, this task
requires to identify the activated frame. The target word is showed as in the Figure 1. The input
is the sentence, and the output is the identification result of the activated frame indicated by the
solid arrow in Figure 1.

The goal of Argument Identification is to indentify the range of argument spans in a sentence that are
controlled by a certain target word. We model this task as a sequence labeling task, which is to identify
the arguments that are present in the sentence, namely their start and end positions. The input is the
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sentence and the target word, the output is the starting position and ending position of every identified

argument span , which is showed as 7T in Figure 1, and each sentence may have one argument at
least.

The goal of Role Classification task is to identify the semantic role of the argument that was identifid
in the Argument Identification task. Additionally, we model the Role Classification as a large-scale text
classification task. There are several potential argument spans and semantic roles inside various frames,
and each argument may take on different semantic roles in different sentences. The inputs include the
sentence, the target word, frame information, and the positions of the argument spans. The output is the
argument Role Classification result indicated by the dotted arrow in Figure 1.

1.2 Contribution

Our main contributions can be summarized in the following two points:

1. We propose our own solution for the three sub-tasks, which improved more than the baseline in
evaluation metrics like accuracy and F1-score.

2. We explore a number of approaches to the three sub-tasks from the perspectives of feature engineer-
ing, model structure, and tricks. We also provide an analysis of the experimental results.

2 Related Work

The FrameNet is a taxonomy of manually identified semantic frames for English(Fillmore et al., 2012).
Listed in the FN with each frame are a set of lemmas with part of speech that can evoke the frame, which
are called lexical units (LUs). Accompanying most LUs in the FN is a set of exemples annotated for
them. Moreover, there are a set of labeled relations between frames(Liu et al., 2016).

Frame Identification can be abstracted as an event extraction task. Certain approaches employ pat-
tern matching techniques by learning patterns from annotated corpora to extract information from docu-
ments(Riloff and others, 1993; Kim and Moldovan, 1995). Subsequently, machine learning-based event
extraction treats event category classification and event element extraction as classification problems,
aiming to categorize event-triggering words into their respective event types(Chieu and Ng, 2002; Ahn,
2006; Llorens et al., 2010). In recent years, the remarkable feature representation capabilities demon-
strated by deep learning methods(Nguyen and Grishman, 2015; Chen et al., 2015; Nguyen et al., 2016)
have yielded impressive results in event extraction. By fine-tuning pretrained models on downstream
tasks(Peters et al., 2018), these methods have significantly enhanced overall performance.

Since event detection benefits many NLP applications (Cheng and Erk, 2018), intensive efforts have
been devoted to identifying their arguments. Several studies use dependency parsers to obtain features
(Li et al., 2019), or use sequence labeling as a viable solution (Strzyz et al., 2019; Du and Cardie, 2020;
Veyseh et al., 2021). Meanwhile, argument Identification has been recently addressed by end-to-end
event extraction models, (Wadden et al., 2019; Lin et al., 2020; Li et al., 2021). Lately, some works
reformulated the task as a Question Answering problem (Wei et al., 2021; Lyu et al., 2021; Sulem et al.,
2022; Du and Ji, 2022))or as a constrained text generation problem (Dai et al., 2022) using predefined
prompts or templates. Role Classification is a subtask of argument extraction, the goal is to identify the
semantic role assumed by argument. Researchers usually model this task as a text classification problem.
Meanwhile, Using the interaction between argument roles can improve the performance of argument
extraction (Ding et al., 2022).

FrameNet is a typical method for frames emantic parsing. It consists of mapping a predicate into a
frame, and analysis of the frame’s elements. FrameNet has been applied to many downstream tasks,
such as Machine Reading Comprehension and Text Summarization (Guan et al., 2021b; Guan et al.,
2021a). Chinese FrameNet is a frame semantic resource refer to FrameNet, and based on Chinese corpus,
including frames, frame elements, lexical units and frame relations. Chinese framenet is increasingly
important in Chinese information processing.
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3 Background
3.1 Dataset

The dataset utilized in this evaluation is the Chinese FrameNet (CFN) dataset. It is a frame semantic
resource constructed by Shanxi University based on Chinese real-language corpus. The data consists of
frame knowledge and annotated example sentences, including nearly 700 semantic frames and 20,000
annotated examples.

In the annotated example sentences, the information includes example sentence ID, frame element
annotations, activated frame name, target word and its position, part-of-speech, annotated text, tokenized
text with part-of-speech information.

In the frame information, it includes the English and Chinese names of the frame, frame definition,
English and Chinese names of frame roles, abbreviations, definitions, and other information.

In the CEN dataset, there is a significant long-tail effect in the frame information. We sorted the
frames in descending order of their frequencies and collected one sample every 8 frames to plot a bar
graph. As shown in Figure 2, the most frequent frame is “ffRiA” (statement), which appears 343 times.
The least frequent frames, such as “/NEF7E” (no longer exist), “AE7S{# > (whether it can be used),
“[E] B4 (simultaneity), etc., only appear once. Frames with frequencies below 20 account for more
than half of all categories. This reflects the difference between the head and the tail, indicating that a
few high-frequency frames occur repeatedly, while the occurrences of numerous tail frames are more
scattered.
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Figure 2: Long-tail effect of the frame distribution of the original dataset

Due to the scarcity of data samples for low-frequency frames compared to high-frequency frames, they
are difficult to classify accurately. Therefore, we consider enhancing the dataset to mitigate the problem
of poor classification performance caused by the long-tail effect.

3.2 Evaluation Metrics

¢ Frame Identification
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The evaluation metric for the framework identification task is accuracy.

number of correctly identified frames

taskl_acc =

ey

total number of frames

* Argument Identification

The evaluation metrics for argument span identification are precision (P), recall (R), and F1-score
(F1).

InterSec(gold, pred)

task2_precision = Ten(pred) @
InterSec(gold, pred)
task2_ — ;
e Len(gold) (3)
2 27 - g 27
task2_f1 = x task2_precision x task2_recall @

task2_precision + task2_recall

In this context: gold and pred represent the ground truth and predicted results, respectively. Inter-
Sec() refers to the calculation of the number of tokens shared by both the ground truth and predicted
results. Len() refers to the calculation of the total number of tokens.

¢ Role Classification

The evaluation metrics for argument Role Classification are precision (P), recall (R), and F1-score
(F1).

. Count(gold N pred)
task3_ — S
ask3_precision Count(pred) )
Count(gold N pred)
task3_ ll = 6
aeie-rec Count(gold) (6)
asks.f1 — 2 task-precision x task3.recall o

task3_precision + task3_recall

In this context: gold and pred respectively represent the ground truth and predicted results. Count(*)
indicates the calculation of the number of elements in a set.
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3.3 Model Overview
« BERT

BERT (Devlin et al., 2018) is a deep pre-trained language model based on the Transformer archi-
tecture. It leverages large amounts of unlabeled data for pre-training through tasks such as Masked
Language Model (MLM) and Next Sentence Prediction (NSP). This allows the model to learn rich
language representations. After pre-training, BERT can be fine-tuned on specific downstream tasks,
enabling training for various specific tasks.

* LERT

LERT (Cui et al., 2022) (Linguistically-motivated bidirectional Encoder Representation from Trans-
former) employs the Linguistically-motivated Information Pre-training (LIP) strategy, which incor-
porates three types of linguistic features and the original MLM pre-training task. These linguistic
features include Part-of-Speech (POS) tagging, Named Entity Recognition (NER), and Dependency
Parsing (DEP), among others. This strategy enables faster learning of foundational language knowl-
edge. Experimental results on ten Chinese natural language understanding tasks demonstrate that
the LERT algorithm significantly improves the performance of various pre-trained language models.

* ERNIE3.0

ERNIE 3.0 (Sun et al., 2021) (Enhanced Representation through Knowledge Integration) is pre-
trained on a 4TB corpus that includes both plain text and a knowledge graph to enhance knowledge
integration. To address language understanding and generation tasks through zero-shot learning,
few-shot learning, and fine-tuning, ERNIE 3.0 introduces a unified pre-training framework that
integrates autoencoder networks and autoregressive networks. Experimental results demonstrate
that ERNIE 3.0 consistently outperforms state-of-the-art models across 54 benchmark tests and
achieves first place in the SuperGLUE benchmark test.

3.4 Loss Function

Loss function is used to evaluate the extent to which the predicted and true values of the model are not
the same. In this task, the Focal Loss (Lin et al., 2017) function is used to better alleviate the problem of
unbalanced number of sample categories.

The goal of Focal Loss is to address the issue where traditional cross-entropy loss contributes less to
the loss of positive samples when there is a large number of easily classified negative samples. Traditional
cross-entropy loss tends to focus on the majority of negative samples and neglects the minority of posi-
tive samples when dealing with highly imbalanced datasets. By introducing Focal Loss, the model can
better handle class imbalance problems and pay more attention to difficult-to-classify samples, thereby
improving the performance of classification tasks.

1 . . . ,
loss(o,t) = —g(Z(t[z] x log(o[i]) + (1 — t[z]) x log(1 — ol7]))) )
i
As shown in formula 8, we use balance factor to deal with unbalanced samples in Balance Cross
Entropy loss(BCEloss).

FL (pt) = —ay (1 — py) " log (py) ©)

Focal loss is specially designed for the one-stage detection algorithm, which reduces the loss weight of
easy-to-distinguish negative examples. It increases the dynamic adjustment factor based on BCEloss to
achieve the effect of difficult sample mining. We make the model more focused on hard-to-learn samples
by setting v value as 2 in the formula 9, thus the network will not be biased by too many negative
examples.
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4 Model

4.1 Dataset processing

In our approach to data augmentation, we treat all fields at the same level as sentence_id, along with their
corresponding subfields (such as sentence_id, cfn_spans, frame, target, text, word and their respective
subfields), as a single data unit. Since there are 695 frame categories shared among 10,000 training data,
the frame field may be the same across different data units. Hence, we tally the occurrences of the frame
field. If a data unit exceeds a certain frequency threshold, we create duplicates of that unit. Specifically,
for frame frequencies between 10 and 20, we replicate the data unit three times, while for frequencies
below 10, we replicate it ten times. Consequently, the augmented dataset comprises around 26,000 data
units, compared to the original dataset of 10,000. Following data augmentation, the dataset becomes
smoother, alleviating the long-tail effect that was pronounced in the pre-augmented dataset(Karimi et al.,
2021). This, to some extent, reduces the difficulty of the classification task(Wei and Zou, 2019).
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Figure 3: The frame distribution after data augmentation

4.2 Frame Identification

The long-tail effect of the dataset influences the performance in large-scale text classification tasks. The
class with few examples is inadequately modeled, even be suppressed, and the model can only learn the
properties of the category with enough samples. To reduce the long-tail effect, we choose to use the
dataset after data augmentation and focal loss as the loss function.

We choose BERT as the pre-trained model, and the model input is [C'LS] + sentence + [SEP]. After
extracting features from the hidden layer of BERT, the [C'LS] vector is concatenated after the average-
pooling target word vector, and then classified by MLP. A special [C'LS] vector will help the model for
classification. The model process is shown in Figure 4.

We use the training dataset as an extra-domain knowledge base at the same time because the target
word and the activated frame are a one-to-one single-label text classification task. After getting the
predictions of the trained model, we integrate them using the rule matching method, mapping the target
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Figure 4: Frame Identification process

words into the appropriate frames. The same target word can be directly matched if it appears during the
test. This method can enhance and correct the model’s predictions and increase the model performance.

4.3 Argument Identification

We model the Argument Identification as a sequence labeling task, using LERT integrated with linguistic
knowledge as the pre-trained model. And we use the original dataset with focal loss as the loss function.
The model process is shown in Figure 5.

The model input is [C'LS] + sentence + [SE P| and the target word with special token < ¢ >< /t >.
This allows the model to learn where the target word is located. The model classifies each token and
identifies whether the token is part of the argument span, that is, to identify whether the token is the start
position, end position or middle position of the argument span.

As shown in Figure 5, when the classification result is 0, it means that the token is not part of the
argument; when the classification result is 1, it means that the token is the start position of the argument,
and when the classification result is 2; it means that the token is in other positions of the argument except
the start position.

4.4 Role Classification

The goal of the Role Classification task is to identify the semantic role of the argument in the sentence
based on the argument extracted by Argument Identification. We also model Role Classification as a
large-scale text classification task. The model process is shown in Figure 6.

We use ERNIE as the pre-trained model, and use the augmentation dataset. The model input is
[CLS| + sentence + [SEP], the target word with special token < t >< /t >, frame information
with special token < f >< /f > and argument spans. This allows the model to learn the location of the
target word and the frame that it activates.
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As shown in Figure 6, the Maxpooling Span extractor is to max-pooling the argument span vectors,
and get the arguments features. The model classifies each argument, and identifies the semantic role that
the argument assumes.

S Experiments

5.1 Environmental Setup

We train on Nvidia RTX3090-24G. It takes about 2 hours to train 20 epochs for the Frame Identification
task; about 1 hour for 30 epochs for the Argument Identification task; about 1.5 hours for 30 epochs for
the Role Classification task.

5.2 Results

We give the result of different models and methods including the two ranking lists of A and B.

Table 1: Frame Identification Experimental Results

Ranking List Model Method Acc(%)
dataset_aug 62.35
Focal loss
BiLSTM 893
dataset_aug
concat_CLS p3.33
concat_CLS
Focal loss 63.45
BiLSTM
dataset_aug
concat_CLS 64.40
A BERT R-drop
concat_CLS 64.55
baseline 65.10
- concatCLS
Focal loss 66.15
dataset_aug
concat_CLS 66.30
Focal loss
dataset_aug
concat_CLS
Focal loss 69.70 (14.6)
rule matching
ERNIE / 65.90
dataset_aug
concat_CLS 60.12
Focal loss
B BERT dataset_aug
concat_CLS
Focal loss 65.14

rule matching
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As shown on Table 1, in the Frame Identification task, we compared the BERT and ERNIE models.
Since ERNIE is not significantly improved compared to BERT, in order to reduce model parameters, we
choose to use BERT as the pre-trained model.

At the same time, we adopt a data augmentation strategy, introduce the [C'LS] vector, use focal loss
as the loss function, use the rule matching algorithm, add BiLSTM layer, R-Drop and other tricks to
improve the classification accuracy.

Table 2: Argument Identification Experimental Results

Ranking List Model Method F1-score
BERT baseline 87.55
dataset_aug 87.67
Focal s 6793
A LERT dataset_aug 38 12
Focal loss
/ 88.13
CRF 88.46
Focal loss 89.03(71.48)
B LERT Focal loss 87.94

As shown on Table 2, in the Argument Identification task, we compared the BERT and LERT models.
Since LERT has a greater improvement than BERT without any other tricks, we make a series of attempts
on LERT, including data augmentation strategies, focal loss, adding BiLSTM layers, adding CRF layers,
etc.

Table 3: Role Classification Experimental Results

Ranking List Model Method F1-score
BERT baseline 54.08
/ 55.56
Focallos ST
A ERNIE dataset_aug
Focal loss 56.09
Focal loss 56.51
dataset_aug 56.71(12.63)
LERT / 55.18
LERT / 50.65
B ERNIE / 50.85

As shown on Table 3, in the Role Classification task, we compared the three models of BERT, ERNIE
and LERT. Since ERNIE and LERT have a higher improvement than BERT without any other tricks,
and ERNIE has the best improvement effect, we have made a series of attempts based on the ERNIE,
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including data augmentation strategies, focal loss, and adding BiLSTM layer, etc.

5.3 Analysis

In the Frame Identification task, we found that the method of choosing BERT as pre-trained model, using
the augmentation dataset, concatenating [C' LS| vectors, using focal loss as the loss function, and using
the rule matching algorithm achieve the best performance.

After data augmentation and using focal loss as the loss function, the unbalanced distribution of dataset
problem is well alleviated. The introduction of the [C'LS| vector, that is, the introduction of the overall
features of the sentence, and the integration of sentence-level features will be useful for the model to
classify tokens. It is worth noting that adding the BiLSTM layer will reduce the accuracy of the model.
We guess that it is because for the Frame Identification task, the model needs to distinguish the target
word features, and the BiILSTM layer will instead make the model pay attention to the semantic infor-
mation of other words in the sentence, introducing unnecessary noise. In order to reduce the influence
of dropout on the model, we try to enhance the robustness of the model through R-Drop. R-Drop limits
the K L divergence between the output distributions of the two sub-models sampled by dropout, so as to
alleviate the problem of inconsistency between prediction and training, but from the results it seems that
the performance is not as expected.

In the Argument Identification task, we found that choosing LERT as pre-trained model and using the
original dataset with focal loss works best. Since the sequence labeling task often requires the model
to pay attention to the semantic information of the context, we add the BiLSTM layer and the CRF
layer. Although there is a certain improvement compared to the baseline, it does not improve greater
than directly using focal loss as the loss function.

In the Role Classification task, we found that choosing ERNIE as pre-trained model works best with
only the augmentation dataset. Similar to the Frame Identification task, the Role Classification task is
also a large-scale text classification task, so adding the BiLSTM layer and CRF layer will not help the
model much, and may introduce unnecessary noise.

Sub-tasks 1 and 3 can be abstracted as classification tasks, and the utilization of data augmentation
methods can be highly effective in improving the performance of these text classification tasks. The
reason behind this lies in the fact that data augmentation enhances the model’s capacity to generalize
by introducing a broader diversity of training data(Shorten et al., 2021). By augmenting the dataset,
models can expose themselves to a wider spectrum of language patterns, enabling them to gain a better
understanding and proficiency in handling diverse types of textual data(Bayer et al., 2022). As a result,
the application of data augmentation leads to a significant improvement in classification accuracy.

6 Future Work

Due to limited evaluation time, we have some unfinished attempts on the three sub-tasks.

* For the Frame Identification task, we think that we can try to use methods such as copying the target
word and adding synonyms to make the model pay more attention to the target word in the sentence
and increase the semantic information of the target word.

* For the Argument Identification task, we think that we can try to model the task as an Machine
Reading Comprehension task, so that the model can better understand the semantic information of
the sentence.

* For the Role Classification task, since there are only several possible roles in the frame activated by
target word, we think that we can try to let the model only classify the role of the argument under
the activated frame to reduce the interference of other classes. Furthermore, since different roles
have different meanings under different frameworks, we can also try to integrate the role description
information of arguments, so that the model can better understand the meaning of argument roles
under different frames, thereby improving Role Classification performance.
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7 Conclusion

Experimental results have proved that our proposed solution has achieved greater improvement com-
pared with the baseline in the three sub-tasks of Frame Identification, Argument Identification, and Role
Classification. At the same time, we have made a variety of attempts to solve each task from different
perspectives, and give an analysis of the experimental results. Modeling the task as one certain problem
is the key to solving the task. When using complex methods to solve traditional tasks, returning to the
essence of the task and simplifying it is often a good way to break through the bottleneck.
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