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Abstract

The purpose of Aspect Sentiment Triplet Extraction (ASTE) is to extract a triplet, including the
target or aspect, its associated sentiment, and related opinion terms that explain the underlying
cause of the sentiment. Some recent studies fail to capture the strong interdependence between
ATE and OTE, while others fail to effectively introduce the relationship between aspects and
opinions into sentiment classification tasks. To solve these problems, we construct a multi-round
machine reading comprehension framework based on a rethink mechanism to solve ASTE tasks
efficiently. The rethink mechanism allows the framework to model complex relationships be-
tween entities, and exclusive classifiers and probability generation algorithms can reduce query
conflicts and unilateral drops in probability. Besides, the multi-round structure can fuse explicit
semantic information flow between aspect, opinion and sentiment. Extensive experiments show
that the proposed model achieves the most advanced effect and can be effectively applied to
ASTE tasks.

1 Introduction

Aspect-based Sentiment Analysis (ABSA) is a fine-grained task (Zhang et al., 2022). Its purpose is
to detect the sentiments of different entities rather than infer the overall sentiment of sentences. As
shown in Figure 1, researchers proposed many subtasks of ABSA, such as Aspect Term Extraction
(ATE) (Ma et al., 2019), Opinion Term Extraction (OTE) (Zhao et al., 2020), Aspect-based Sentiment
Classification (ABSC) (Hazarika et al., 2018), Aspect-oriented Opinion Extraction (AOE) (Fan et al.,
2019), etc. Aspect terms refer to words or phrases that describe the attributes or characteristics of an
entity. Opinion terms refer to words or phrases that express the corresponding attitudes of the aspect
terms. ATE and OTE aim to extract aspects and opinions from sentences, respectively. For ABSC, given
a sentence and an aspect within the sentence, it is possible to predict the sentiment (positive, neutral, or
negative) associated with that aspect. In the sentence “The service is good, but the food is not so great”,
ATE extracts “service” and “food”, and OTE extracts “good” and “not so great”. ABSC predicts the
sentiment polarity of “service” and “food” as positive and negative, respectively. However, these studies
focus on individual tasks respectively while neglecting their interdependencies.

Recent studies have focused on joint tasks to explore the interactions among different tasks. Fig-
ure 1 provides examples of Aspect Term Extraction and Sentiment Co-classification (AESC) as well as
Aspect-Opinion Pair Extraction(pair). However, these subtasks still cannot tell a complete story. Hence
Aspect Sentiment Triplet Extraction (ASTE) was introduced. The purpose of ASTE is to extract aspect
terms, related opinion terms, and sentiment polarities for each aspect simultaneously. ASTE has two
advantages: first, opinions can enhance the expressiveness of the model, helping to determine the senti-
ment of the aspects better; second, the sentiment dependency between aspects and opinions can narrow
the gap of sentiment decision-making, further improving the interpretability of the model.

Peng (Peng et al., 2020) proposed the first solution for ASTE, which jointly extracts aspect-sentiment
pairs and opinions using two sequence taggers. Sentiment is attached to aspects through a unified tagging
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Figure 1: Illustration of ABSA subtasks

process, and then an exclusive classifier is used to pair the extracted aspect-sentiment pairs with opin-
ions. While this method achieved significant results, there are also some issues. Firstly, the model has
low computational efficiency because its framework involves two stages and requires training three inde-
pendent models. Secondly, the model does not fully recognize the relationship between ATE and OTE,
and does not effectively utilize the correspondence between aspect terms and opinion terms. Thirdly,
the correspondence between aspect and opinion expressions can be very complex, involving various re-
lationships such as one-to-many, many-to-one, overlapping, and nesting, which makes it difficult for the
model to flexibly and accurately detect these relationships. Therefore, we take the solution to the above
problems as our challenge.

To address the first problem mentioned above, inspired by (Chen et al., 2021), this paper proposes
an improved multi-round MRC framework (R-MMRC) with a rethink mechanism to elegantly identify
ASTE within a unified framework. To address the second problem, we decompose the ASTE into multi-
ple rounds and introduce prior knowledge from the previous round to the current round, which effectively
learns the associations between different subtasks. In the first round, we design static queries to extract
the first entity of each aspect-opinion pair. In the second round, we design dynamic queries to identify the
second entity of each aspect-opinion pair based on the previously extracted entity. In the third round, we
design a dynamic sentiment query to predict the corresponding sentiment polarity based on the aspect-
opinion pairs obtained in the previous round. In each step, the manually designed static and dynamic
queries fully utilize the sentence’s explicit semantic information to improve the extraction or classifica-
tion performance. Based on these steps, we can flexibly capture complex relationships between entities,
effectively mine the connection between ATE and OTE, and use these relationships to guide sentiment
classification. To address the third issue, inspired by human two-stage reading behaviour (Zheng et al.,
2019), we introduce a rethink mechanism to validate candidate aspect-opinion pairs further, enhance the
information flow between aspects and opinions, and improve overall performance. Our contributions are
summarized as follows:

• We proposed an improved multi-round machine reading comprehension framework (R-MMRC)
with a rethink mechanism to address the ASTE task effectively.

• The model introduced the rethink mechanism to enhance the information flow between aspects and
opinions. The exclusive classifier was added to avoid interference and query conflicts between
different Q&A steps. The probability generation algorithm was also introduced to improve the
prediction performance further.
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• The proposed model conducts extensive experiments on four public datasets, and experimental re-
sults show that our framework is very competitive.

2 Related work

We present related work in two parts, including various subtasks of aspect-based sentiment analysis and 
machine reading comprehension.

2.1 Aspect-based Sentiment Analysis

    ATE. Locating and extracting terms that are pertinent for sentiment analysis and opinion mining is 
the task of ATE (Xu et al., 2018). Recent studies use two ways to alleviate the noise from pseudo-
labels generated by self-learning (Wang et al., 2021).

OTE. OTE is to extract opinion terms corresponding to aspect terms, hoping to find specific words or 
phrases that describe sentiment (Chen and Qian, 2020).

ABSC. The task’s aim is to forecast sentiment polarity of specific a spects. The latest development of 
ABSC focuses on developing various types of deep learning models: CNN-based (Huang and Carley, 
2019), memory-based methods (Majumder et al., 2018), etc. Dependencies and graph structures have 
also been used effectively for sentiment classification problems (Xu et al., 2020a; Zhang and Qian, 2020).

AOE. Fan (Fan et al., 2019) first proposed this subtask, which aims to extract corresponding opinion 
terms for each provided aspect term. The difference between AOE and OTE is that the input of AOE 
contains aspect terms.

AESC. AESC aims to simultaneously extract aspect terms and sentiment. Recent work removes the 
boundaries of these two subtasks using a unified approach. Chen (Chen and Qian, 2020) proposes a rela-
tional awareness framework that allows subtasks to coordinate their work by stacking multitask learning 
and association propagation mechanisms.

Pair. The Pair task usually uses the pipeline method or directly uses the unified m odel. Gao (Gao 
et al., 2021) proposed a machine reading comprehension task based on question answering and span 
annotation.

ASTE. Peng (Peng et al., 2020) defined a triplet extraction task intending to extract all possible aspect 
terms, their corresponding opinion terms, and sentiment polarities. Xu (Xu et al., 2021) propose a span-
based method to learn the interaction between target words and opinion words and propose a two-channel 
span pruning strategy.

2.2 Solving NLP Tasks by MRC

The purpose of machine reading comprehension (MRC) is to enable machines to answer questions from 
a specific context based on q ueries. Xu (Xu e t a l., 2021) proposed a  post-training method for BERT. 
Yu (Yu et al., 2021) introduced role replacement into the reading comprehension model and solved the 
coupling problem in different aspects. To sum up, MRC is an effective and flexible framework for natural 
language processing tasks.

2.3 Aspect Sentiment Triplet Extraction

ASTE is the latest subtask in the field of ABSA. Xu (Xu et al., 2020b) proposed a  position-aware tag-
ging scheme that efficiently c aptures i nteractions i n t riplets. H owever, t hey g enerally overlooked the 
relationship between words and language features. In a similar vein, Yan (Yan et al., 2021) converted 
the ASTE task into a generative formulation, but also tended to ignore the linguistic aspects of word 
features. Meanwhile, Chen (Chen et al., 2022) introduced an enhanced multi-channel GCN that incor-
porated various language features to enhance the model. However, they failed to consider the interaction 
between these different language features. In summary, there are still many issues waiting to be resolved 
in ASTE, and we will try our best to make breakthroughs in ASTE tasks.
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Figure 2: Overview of R-MMRC framework

3 Methodology

3.1 Model Framework

As shown in Figure 2, to address the ASTE task, we propose a multi-round machine reading comprehen-
sion framework based on a rethink mechanism. Specifically, we design two modules: parameter sharing
and joint learning. First, for the parameter sharing module, we design a bidirectional structure to extract
aspect-opinion pairs, consisting of two querying rounds. The first round is static queries aimed at extract-
ing all aspect or opinion sets based on the given query statements. The second round is dynamic queries,
aimed at identifying the corresponding opinion or aspect sets based on the results of the static queries and
generating aspect-opinion pairs. Then, the rethink mechanism is used to filter out invalid aspect-opinion
pairs in the parameter sharing stage. For the joint learning module, the framework employs dynamic sen-
timent queries to predict the sentiment polarity of the filtered aspect-opinion pairs. During the probability
generation stage, the model combines the answers from different queries and forms triplets.

3.2 Query Template Construction

In R-MMRC, we build queries using a template-based method. Specifically, we designed static queries

QS =
{
qSi

}|QS|
i=1

and dynamic queries QD =
{
qDi

}|QD|
i=1

, where i represents the i-th token in the sentence.
In particular, static queries do not carry any contextual information. Dynamic queries require the results
of static queries as keywords to search for valid information in sentences. Static and dynamic queries are
used to formalize the ASTE task as an MRC task:

Parameter Sharing.
Static Aspect Query qSA: We design the query ’ Find the aspect in the text? ’ to extract a set of aspects

A = {ai}|A|
i=1 from a given review sentence X .

Dynamic Opinion Query qDO : We design the query ’ Find the opinion of the aspect ai ?’ to extract the
relevant opinions Oai = {oai,j}|Oai|

j=1 for each aspect ai.
Static Opinion Query qSO: We design the query ’ Find the opinion in the text? ’ to extract the collection

of opinions O = {oi}|O|
i=1 from a given review sentence X .

Dynamic Aspect Query qDA : We design the query ’ Find the aspect of the opinion oi ’ to extract the
corresponding aspects Aoi = {aoi,j}|Aoi|

j=1 for each opinion Oi.
Through the above queries, dynamic queries elegantly learn the conclusions of static queries and
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naturally integrates entity extraction and relationship detection. Although the entity results of these
two queries are the same, the latter conveys the information of the former and searches for all entities
described by the former, while the former does not carry any contextual information. Then, in the joint
learning module, we classify the sentiment corresponding to the aspect-opinion pairs.

Joint Learning.
Dynamic Sentiment Query qD

′
: We build the query ’ Find the sentiment of the aspect ai and the

opinion oi? ’ to anticipate the sentiment polarity si of each aspect ai.
Through the queries, we can fully consider the semantic relationship of aspect terms and corresponding

opinion terms.

3.3 Input Representations
This section focuses on the triplet extraction task. Given a sentence X = {x1, x2, . . . , xN}
with max-length N as the input, and each query qi =

{
qi1, q

i
2, . . . , q

i
|qi|

}
with |qi| tokens. We

use BERT as the model’s encoder, and the encoding layer’s role is to learn each token’s con-
text representation. First, we associate the query Qi with the review sentence X and obtain the
input I =

{
[CLS], qi1, q

i
2, . . . , q

i
|qi|, [SEP ], x1, x2, . . . , xN

}
after combination, where [CLS] and

[SEP ] are the start tag and the segment tag. Bert is used to encode an initial representation se-
quence E =

{
e1, e2, . . . , e|qi|+2+N

}
,which is encoded as a hidden representation sequence He ={

h1, h2, . . . , h|qi|+2+N

}
with stacked transformer blocks.

3.4 Query Answer Prediction
For the first two rounds of static and dynamic queries, the answer is to extract aspect terms or opinion
terms from review sentence X . For instance, in Figure 2, the aspect term “outdoor patio” should be
extracted as the answer to the Static Aspect Query.

In the original BMRC (Chen et al., 2021), all queries shared a single classifier, which could lead to
interference between different types of queries and cause query conflicts. Since there are four different
queries in the parameter sharing part, we set an exclusive BERT classifier for each query, which can
effectively avoid interference of query conflict and answering step. Classifiers are BERT-A, BERT-AO,
BERT-O, and BERT-OA, respectively. The context representation generated by BERT is used for Bi-
LSTM to generate sentence hidden state vectors. Since He already contains information about aspect
or opinion, we obtain specific context representation by aggregating the hidden states of two directions:
H =

[−−→
Hef ;

←→
Heb

]
, where

−−→
Hef is the hidden state of the forward LSTM and

←−−
Heb is of the backward LSTM.

We adopted the strategy of (Xu et al., 2019) and employ two binary classifiers to predict the answer spans
based on the hidden representation sequence H . We utilize two classifiers to predict the possibility that
the token xi is the start or end of the answer. Then, we obtain the logits and probabilities for start and
end positions:

pstart
xi,q = softmax

(
Wsh|q|+2+i

)
(1)

pendxi,q = softmax
(
Weh|q|+2+i

)
(2)

where Ws ∈ Rd×2 and We ∈ Rd×2 are model parameters, d represents the dimension of hidden repre-
sentations, and |q| stands for the query length.

For dynamic sentiment queries, we utilize the hidden representation of [CLS] to predict the answer.
We add a three-class classifier in BERT, called “BERT-S” for short, to predict the sentiment of aspect-
opinion pairs. In addition, we add two layers of ResNet network to protect the integrity of information
and reduce the loss of information.

h = σF (h1, {Wri}) + h1 (3)

pD
′

X,q = softmax (Wch) (4)

where h1 is the hidden representation of [CLS], refers to ReLU activation function, F () is the residual
mapping of fitting, Wri and Wc = Rd×3 is the model parameter.
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3.5 Rethink Mechanism
During the inference process, we combine the answers from different queries into tuples. As shown in
Figure 2, the left-side static aspect query qSA first identifies all aspect items A =

{
a1, a2, . . . , a|A|

}
. For

each aspect item ai, the corresponding opinion expression set Oi =
{
oi,1, oi,2, . . . , oi,|Oi|

}
is identified

through the dynamic opinion query qSO, resulting in a set of aspect-opinion pairs VAO =
[(

aki , o
k
i,j

)]I
k=1

,

and ultimately obtaining the probability of each candidate pair p (ai, oi,j) = p (ai) p (oi,j | ai). Similarly,
on the right side, the model first identifies all the opinion items and then queries all corresponding aspect

items, and we finally obtain another set of aspect-opinion pairs VOA =
[(

akj,i, o
k
j

)]J
k=1

, from which we

obtain the probability of each candidate pair p (aj,i, oj) = p (oj) p (aj,i | oj).
However, the above approach may introduce incorrect aspect-opinion pairs. To better address this

issue, we implement a rethink mechanism through a soft-selection strategy. If there exist identical candi-
date pairs in sets VAO and VOA, then the corresponding aspect-opinion pairs are added to the valid set V .
If there are unmatched candidate pairs in VAO and VOA, it indicates that one side’s output may be invalid.
Therefore, in the soft selection strategy, we adjust the probabilities and introduce a probability threshold
λ. If the probability p(a, o) of a certain candidate pair in the difference set is greater than or equal to the
probability threshold λ, then this candidate pair is added to the valid set V ; otherwise, it is discarded. By
using a rethink mechanism, invalid pairs can be better filtered out, reducing the interference of erroneous
candidate pairs on the model.

3.6 Entity Pair Probability Generation
After filtering with the rethink mechanism, we obtained a set of valid aspect-opinion pairs, and the next
step is to calculate the probability of each candidate pair. In BMRC, the probability of an entity is
the product of the probabilities of its start and end positions, and the probability of a candidate pair
is the product of the probabilities of the aspect item and opinion item. However, this can result in
a product of high probabilities equaling a lower probability value, which does not well represent the
model’s prediction. As shown in the formula, we balance the probabilities of entities and candidate pairs
by taking the square root, which keeps the probability within the range of two related probabilities. This
approach can avoid unilateral decrease of probability and better meeting the expectation of the model.

p(e) =
√
p (estart ) ∗ p (eend) (5)

p(a, o) =

{ √
p(a) ∗ p(o | a) · · · if (a, o) ∈ VAO√
p(o) ∗ p(a | o) · · · if (a, o) ∈ VOA

(6)

where e represents the aspect or opinion entity, start and end represent the start and end positions of the
entity, and p(a, o) represents the probability of the final candidate pair.

Finally, we employ the dynamic sentiment query qD
′

i to predict the various aspects of emotion ai.
We obtain the output of labeled triplets for input sentence Xi, denoted as Ti = {(a, o, s)}, where
s ∈(positive, neutral, negative) and (a, o, s) refers to (aspect term, opinion term, sentiment polarity).

3.7 Loss Function Construction
In order to learn triplet subtasks jointly and make them promote each other, we integrate loss functions
from various queries. For static queries in different directions, we minimize the loss of cross-entropy:

LS = −
|QS|∑
i=1

|S|∑
j=1

[
pstartxj ,qi · log p̂

start
xj ,qi + pendxj ,qi · log p̂

end
xj ,qi

]
(7)

where p() represents the distribution of gold, p̂() indicates the predicted distribution.
Similarly, the loss of dynamic queries in different directions is as follows:

LD = −
|QD|∑
i=1

|D|∑
j=1

[
pstartxj ,qi · log p̂

start
xj ,qi + pendxj ,qi · log p̂

end
xj ,qi

]
(8)
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Datasets
Train Dev Test

#S #T #S #T #S #T

14-Lap 920 1265 228 337 339 490
14-Res 1300 2145 323 524 496 862
15-Res 593 593 148 238 318 455
16-Res 842 1289 210 316 320 465

Table 1: Statistics of 4 datasets. # S and # T denotes number of sentences and triples.

For dynamic sentiment classification queries, we minimize the cross-entropy loss function:

LD′ = −

∣∣∣QD′ ∣∣∣∑
i=1

pD
′

X,qi · log p̂
D′
X,qi (9)

Then, we integrate the aforementioned loss functions to generate the overall model’s losses. In this
paper, we used the method of AdamW (Loshchilov and Hutter, 2017) to optimize:

L(θ) = LS + LD + LD′ (10)

4 Experiments

4.1 Datasets

To verify the validity of our proposed approach, we conducted experiments on four benchmark datasets
from the SemEval ABSA challenge (Pontiki et al., 2014; Pontiki et al., 2015; Pontiki et al., 2016) and
listed the statistics for these datasets in Table 1.

4.2 Subtasks and Baselines

To demonstrate the validity of the proposed model, we compared the R-MMRC with the following
baseline.

• CMLA+ (Peng et al., 2020) modifies CMLA (Yu et al., 2021), the attention mechanism is used by
CMLA to detect the relationship between words and to extract aspects and opinions jointly. CMLA+
incorporates MLP to further determine whether the triplet is accurate during the matching phase.

• Two-Stage (Peng et al., 2020) is a two-stage pipeline model for ASTE. The task of the first stage
is to mark all aspects and opinions. The goal of the second stage is to match all aspects with the
corresponding opinion expression.

• RACL+ is improved by RACL framework (Chen and Qian, 2020), which uses mechanisms for
relationship propagation and multi-task learning to enable subtasks to cooperate in a stacked multi-
layer network. Then researchers (Chen et al., 2021) construct the query “Matching aspect ai and
opinion expression oj?” to detect relationships.

• JET (Xu et al., 2020b) is a first end-to-end model with a novel position-aware tagging scheme that
is capable of jointly extracting the triple.

• GTS-BERT (Wu et al., 2020) address the ASTE task in an end-to-end fashion with one unified grid
tagging task.

• BMRC (Chen et al., 2021) transforms the ASTE task into a bi-directional MRC task and designs
three types of queries to establish relationships between different subtasks.
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Models
14Lap 14Res 15Res 16Res

AESC Pair ASTE AESC Pair ASTE AESC Pair ASTE AESC Pair ASTE

Precision

CMLA+ 54.70 42.10 31.40 67.80 45.17 40.11 49.90 42.70 34.40 58.90 52.50 43.60
TS 63.15 50.00 40.40 74.41 47.76 44.18 67.65 49.22 40.97 71.18 52.35 46.76

RACL+ 59.75 54.22 41.99 75.57 73.58 62.64 68.35 67.89 55.45 68.53 72.77 60.78
JET - - 52.00 - - 66.76 - - 59.77 - - 63.59

GTS-BERT - 66.41 57.52 - 76.23 70.92 - 66.40 59.29 - 71.70 68.58
BMRC 72.73 74.11 65.12 77.74 76.91 71.32 72.41 71.59 63.71 73.69 76.08 67.74
Ours 70.32 74.60 63.76 78.95 78.36 72.69 72.95 69.57 63.96 72.22 78.04 68.64

Recall

CMLA+ 59.20 46.30 34.60 73.69 53.42 46.63 58.00 46.70 37.60 63.60 47.90 39.80
TS 61.55 58.47 47.24 73.97 68.10 62.99 64.02 65.70 54.68 72.30 70.50 62.97

RACL+ 68.90 66.94 51.84 82.23 67.87 57.77 70.72 63.74 52.53 78.52 71.83 60.00
JET - - 35.91 - - 49.09 - - 42.27 - - 50.97

GTS-BERT - 64.95 51.92 - 74.84 69.49 - 68.71 58.07 - 77.79 66.60
BMRC 62.59 61.92 54.41 75.10 75.59 70.09 62.63 65.89 58.63 72.69 76.99 68.56
Ours 62.92 63.27 54.69 77.00 78.54 72.85 68.49 70.33 62.64 68.49 70.33 67.31

F1-score

CMLA+ 56.90 44.10 32.90 70.62 48.95 43.12 53.60 44.60 35.90 61.20 50.00 41.60
TS 62.34 53.85 43.50 74.19 56.10 51.89 65.79 56.23 46.79 71.73 60.04 53.62

RACL+ 64.00 59.90 46.39 78.76 70.61 60.11 69.51 65.46 53.95 73.19 72.29 60.39
JET - - 42.48 - - 56.58 - - 49.52 - - 56.59

GTS-BERT - 65.67 54.58 - 75.53 70.20 - 67.53 58.67 - 74.62 67.58
BMRC 67.27 67.45 59.27 76.39 76.23 70.69 67.16 68.60 61.05 73.18 76.52 68.13
Ours 66.41 67.61 61.45 77.96 78.45 72.77 69.70 69.95 62.30 72.41 77.62 69.67

Table 2: Statistics of 4 datasets. # S and # T denotes number of sentences and triples.

4.3 Model Settings and Evaluation Metrics

We adopted a Bert (Xu et al., 2019) model for the encoding layer with 12 attention heads, 12 hidden
layers, and 768 hidden sizes. The fine-tuning rate of BERT and the learning rate of the training classifier
are set to 1e-5 and 1e-3, respectively. We use AdamW optimizer with a weight decay of 0.01 and a warm-
up rate of 0.1. At the same time, we set the batch size to 8 and the dropout rate to 0.3. The F1-score is
extracted according to the triplet state on the development set. The threshold λ manually adjusted to 0.8,
and the step size is set to 0.1.

We use precision, recall, and f1-score as measurement indicators to measure performance, includ-
ing aspect term and sentiment co-extraction, aspect-opinion pair extraction, and aspect sentiment triplet
extraction, respectively. Only when the prediction of aspects, opinions, and sentiments is correct, the
triplet’s prediction is correct.

4.4 Main Results

Table 2 shows the comparison results for all approaches, from which we derive the following conclusions.
The proposed model R-MMRC achieves competitive performance on all datasets, which demonstrates
the efficacy of our model. Under the F1 metric, the R-MMRC model is superior to the pipeline method
in all datasets. Our model’s F1-score on AESC exceeded the baseline average by 2.09%, on Pair by
3.66%, and on ASTE by 2.67%, respectively. The result shows that our method extracts more practical
features. We observe that the method based on MRC achieves more significant improvement than the
pipeline method, because it establishes the correlation between these subtasks by jointly training multiple
subtasks, and alleviates the error propagation problem. It is worth noting that our model also has a
significant improvement in precision, which indicates that the model’s prediction ability is more reliable
than those baselines.

The Pair and ASTE of our model achieve the best performance on all datasets, but the scores of
two datasets in AESC are inferior to RACL+. We think that the idea that RACL+ first jointly trains the
underlying shared features, then independently trains the advanced private features, and finally exchanges
subtask information clues through the relationship propagation mechanism is very effective. TS performs
better than CMLA+, since it uses a unified tagging schema to resolve sentiment conflicts. It is noteworthy
that the improvement of precision contributes the most to the increase in F1 score. We believe that the
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Model
14Lap 14Res 15Res 16Res

P R F1 P R F1 P R F1 P R F1

R-MMRC 63.76 54.69 61.45 72.69 72.85 72.77 63.96 62.64 62.30 68.64 67.31 69.67
—rethink mechanism 64.45 53.21 58.30 71.76 65.42 68.34 60.21 59.26 59.57 67.61 65.02 67.32
—exclusive classifier 63.60 55.26 60.58 72.02 68.91 72.36 63.67 61.85 61.98 68.50 68.39 69.15

—probability generation 62.51 53.03 59.03 70.64 69.73 70.50 61.16 60.03 60.69 67.26 66.16 67.80
—dynamic query 60.12 50.41 53.27 65.32 67.63 61.16 55.71 56.63 54.05 62.74 60.56 60.13

Table 3: Ablation study results (%). P represents precision, R represents recall, F1 represents Macro-F1
score.

high precision score is due to the rethink mechanism filtering out some negative samples. Both JET and
GTS-BERT used labeling schemes, but the latter yielded better results due to the use of more advanced
grid labeling and the design of effective inference strategies. The sentiment classification task is more
challenging than the previous extraction task because sentiment heavily relies on the extracted aspect-
opinion pairs. However, with the help of dynamic sentiment queries constructed based on aspect-opinion
information, compared to BMRC, an overall improvement has been achieved.

There is a certain performance gap between the baseline model and our proposed model, which con-
firms the rationality of the architecture we proposed. We believe that the design of static and dynamic
queries can naturally integrate entity extraction and relation detection to enhance their dependency. The
rethink mechanism validates each candidate aspect-opinion pair by modeling the information flow from
aspect to opinion (or from opinion to aspect), effectively filtering out negative samples and improving
the performance of the model. At the same time, the exclusive classifier we introduced, as well as the
probability generation algorithm, further improve the performance of the model.

4.5 Ablation Test

We conduct further ablation studies to analyze the impact of different components of R-MMRC. We
present the results of ASTE in Table 3, where the first row shows the reproduced results of R-MMRC.
The next three rows show the results after removing the rethink mechanism, exclusive classifier, and
probability generation, respectively. The last row shows the final results after removing these three parts
of the R-MMRC model.

The results show that each component improves the performance of the model, demonstrating their
advantages and effectiveness. We remove the dynamic query in the parameter sharing stage of R-MMRC
and keep only static queries and the dynamic sentiment query, which is referred to as “-dynamic query”.
Obviously, removing the dynamic query resulted in a significant drop in model performance. We analyze
that after removing the dynamic query, the model could not capture the dependency relationships between
entities and separated entity extraction from relation detection. The results indicate that the dynamic
query in the parameter sharing stage is highly effective in capturing dependencies.

The advantage of the rethink mechanism is quite significant. Specifically, compared with R-MMRC,
the rethink mechanism achieved F1-score improvements of 3.15%, 3.43%, 2.73%, and 2.35% on the four
datasets, demonstrating the effectiveness of the rethink mechanism. The probability generation also has
a certain improvement effect, which proves that our model better avoids unilateral decline of probability
and is more consistent with the model’s expectation. For the exclusive classifier, the model’s F1 score
improvement is relatively smaller compared to the previous two components. Moreover, we find that it
has a significant downside of slowing down the model’s runtime.

4.6 Case Study

We conduct a case study to illustrate the effectiveness and perform an error analysis in Table 4. We select
three cases from datasets and compare our results with RACL+. The reason for choosing RACL+ is that
its performance is second only to our R-MMRC model.

The first case has two aspect terms: “exterior patio” and “ambiance”. RACL+ cannot extract the
triplets corresponding to “ambiance”. We speculate that the model only considers the relationship be-
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Case Ground Truth RACL+ R-MMRC

The outdoor patio is really
nice in good weather, but
what ambience the indoors
possesses is negated by
the noise and the crowds.

(outdoor patio, nice, POS)
(ambience, negated, NEG)

(outdoor patio, nice, POS)
(outdoor patio, nice, POS)
(ambience, negated, NEG)

The food is pretty good, but
after 2 or 3 bad experiences
at the restaurant (consiste-
-ntly rude, late with RSVP’d
seating).

(food, pretty good, POS)
(seating, RSVP, NEU)

(food, pretty good, POS)
(seating, rude, NEG) ×
(seating, late, NEG) ×

(food, pretty good, POS)
(seating, RSVP, NEU)

Dinner is okay not many
vegetarian options and
the portions are small.

(Dinner, okay, NEU)
(positions, small, NEG)

(Dinner, okay, POS) ×
(vegetarian options, not many, NEG) ×

(portions, small, NEG)

(Dinner, okay, POS) ×
(vegetarian options, not many, NEG) ×

(portions, small, NEG)

Table 4: Case study. Marker × indicates incorrect predictions. The table’s abbreviations POS, NEU, and
NEG represent positive, neutral, and negative sentiments, respectively.

tween sentence representations of subtasks, which weakens aspect terms in long and complicated sen-
tences. Our proposed model considers all triplets in the sentence because it can guarantee that an aspect
or an opinion can produce a pair, precisely like human reading behavior.

The second case is a long sentence with two triplets, and the corresponding sentiments are positive and
neutral, respectively. Our R-MMRC correctly extracted aspect terms and opinion terms, and successfully
predicted the corresponding polarity. However, RACL+ correctly extracts all aspect terms, but it mis-
judges the polarity of “seating”. The reason is that RACL+ is good at making use of different semantic
relationships between subtasks, so it may use irrelevant “rule” and “late” as keywords, and predict the
sentiment of “seating” as “negative”. On the contrary, R-MMRC can more accurately identify aspect
terms and the corresponding opinion terms in complex sentences.

The third case is error analysis. Although the sentence is not long, both models predict the sentiment
of “dinner” incorrectly. We analyze that “ok” is usually considered a positive opinion term, so the two
models define “dinner” as positive. However, by carefully observing this sentence, we find that the
seldom choices in “vegetarian options ” are the reason why guests say “dinner” is just “okay” rather
than “good”. So, sentiment polarity should be “neutral” rather than “positive”. We speculate that we
are looking for the training loss of maximum likelihood cross entropy in the training set, which may be
the reason for the wrong prediction in this case. More interestingly, RACL+ and our R-MMRC, as two
excellent solutions, incorrectly consider (vegetarian options, not many, NEG) as a triplet. Therefore, we
think that understanding sentence structure through logic and even causal reasoning may provide new
ideas for the future research of sentiment analysis.

5 Conclusion

In this paper , we investigate ASTE task and propose an improved multi-round MRC framework with
a rethink mechanism(R-MMRC). This framework sequentially extracts aspect-sentiment pairs and per-
forms sentiment classification, which can handle complex correspondences between aspects, opinions,
and sentiments. In each round, explicit semantic information can be effectively utilized. Additionally,
the rethink mechanism models the bidirectional information flow to verify each candidate aspect-opinion
pair, effectively utilizing the corresponding relationship between entities. Exclusive classifiers avoid in-
terference between different queries, and probability generation algorithms further improve prediction
performance. The experimental results demonstrate the effectiveness of the R-MMRC framework, fur-
ther improving the overall performance of the system. More importantly, our model can serve as a
general framework to address various tasks of ABSA. However, our model still suffers from the issue of
high computational cost, and we hope to compress the model in the future to make it more lightweight.
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