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Preface

The CASE 2023 workshop consists of regular papers, three keynotes (one social science and two
computer science oriented), working papers of shared task participants, and shared task overview papers.
This workshop series has brought together all aspects of event information collection across technical
and social science fields. In addition to contributing to the progress in text-based event extraction, the
workshop provides a space for organizing a multimodal event information collection task. Many aspects
of event information modeling and collection are reported in the scope of CASE 2023. Hosting a shared
task that is on multimodal problem and having submissions in minority languages such as in Bulgarian
are distinguishing aspects of this edition. The shared tasks advance the field in terms comparing manually
and automatically created event datasets, multimodal hate event detection, and event causality detection.

The CASE 2023 Organisers
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Classifying Organized Criminal Violence in Mexico using ML and LLMs

Javier Osorio

School of Government and Public Policy

University of Arizona
josoriol@arizona.edu

Abstract

Natural Language Processing (NLP) tools have
been rapidly adopted in political science for
the study of conflict and violence. In this pa-
per, we present an application to analyze vari-
ous lethal and non-lethal events conducted by
organized criminal groups and state forces in
Mexico. Based on a large corpus of news arti-
cles in Spanish and a set of high-quality anno-
tations, the application evaluates different Ma-
chine Learning (ML) algorithms and Large Lan-
guage Models (LLMs) to classify documents
and individual sentences, and to identify spe-
cific behaviors related to organized criminal
violence and law enforcement efforts. Our ex-
periments support the growing evidence that
BERT-like models achieve outstanding classifi-
cation performance for the study of organized
crime. This application amplifies the capacity
of conflict scholars to provide valuable infor-
mation related to important security challenges
in the developing world.

1 Introduction

Recent advancements in Natural Language Process-
ing (NLP) have revolutionized political science
analyses by enabling efficient and accurate anal-
ysis of large volumes of text. These tools have
demonstrated impressive capabilities in tackling
complex text analysis tasks, leading to their in-
creasing adoption by political scientists including
conflict scholars specialized in the study of vio-
lence and crime (Hu et al., 2022; Halterman et al.,
2023b,a; Hiirriyetoglu et al., 2022; Motlicek, 2023).
In this paper, we present an application of various
Machine Learning (ML) algorithms and Large Lan-
guage Models (LLMs) to analyze a variety of be-
haviors by organized criminal groups in Mexico by
processing text written in Spanish.

By leveraging these state-of-the-art NLP tech-
niques, we aim to make significant contributions
to the study of organized criminal violence and
law enforcement efforts in developing countries.
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Based on a set of high-quality annotations, we train
and evaluate different ML algorithms and LLMs
to determine their effectiveness in detecting and
categorizing organized crime violence and law en-
forcement. Furthermore, we extend our analysis
beyond simple document-level classification by an-
alyzing the relevance of specific sentences within
documents and then analyzing the specific types of
events described in the narratives. In this way, we
move beyond the identification of organized crimi-
nal groups as named entities (Osorio and Beltran,
2020; Coscia and Rios, 2012; Signoret et al., 2021),
and focus on analyzing criminal behaviors.

Results show the high levels of performance of
BERT-like models to effectively classify relevant
news articles, as well as relevant sentences within
them. The models also have remarkable results for
classifying a variety of violent and non-violent ac-
tions perpetrated by criminal groups or conducted
by law enforcement forces.

Overall, our research emphasizes the advantages
of leveraging NLP tools in political science re-
search, particularly in the domain of political vio-
lence and organized crime analysis. By exploiting
their remarkable capabilities for document, sen-
tence, and class classification, researchers can ex-
tract valuable insights from vast corpora in local
languages, thus enabling a more comprehensive
understanding of complex social behaviors. The
elements advanced in this research can pave the
way toward the development of a fully integrated
ML crime analysis system in Spanish.

2 Recent Developments

NLP researchers have advanced various supervised
learning and deep-learning architectures to address
a variety of text analysis challenges (Thangaraj and
Sivakami, 2018; Minaee et al., 2021). Due to the
complexities of analyzing unstructured text, rule-
based developments showed limited performance
when tackling complex NLP tasks until the emer-
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gence of pre-trained language models. In partic-
ular, Google’s Bidirectional Encoder Representa-
tions from Transformers (BERT) language model
(Devlin et al., 2019) became a game-changer in a
variety of NLP tasks. After BERT’s initial devel-
opment in English, Google released multilingual
BERT (mBERT). Political scientists quickly noted
these NLP tools and applied them to a variety of
tasks relevant to political analysis (Kowsari et al.,
2019; Rodriguez and Spirling, 2022; Terechshenko
et al., 2020; Lowe and Benoit, 2013; Rudkowsky
et al., 2018; Haffner et al., 2023).

Computerized text analysis has a long trajectory
in the study of international conflict, but recent ML
developments are just gaining traction among con-
flict scholars. Early efforts to identify incidents of
political conflict or cooperation using text analysis
relied on complex systems of rules (Schrodt et al.,
2010; Schrodt and Van Brackel, 2013; Boschee
et al., 2016; Ward et al., 2013; Osorio and Reyes,
2017; Osorio et al., 2019). Unfortunately, these
rule-based systems are too rigid and expensive to
update, and the algorithms showed limited perfor-
mance when tackling even basic NLP tasks.

Due to the limitations of rule-based approaches,
recent NLP developments such as ConfliBERT
(Hu et al., 2022) and POLECAT (Halterman et al.,
2023b,a) bring more flexibility and effectiveness in
analyzing political violence. Unfortunately, those
tools are focused exclusively on the English lan-
guage. To address this challenge, scholars such as
Hiirriyetoglu et al. (2022), Caselli et al. (2021), and
Yang et al. (2023) have been advancing multilin-
gual ML tools and LLM to study conflict.

Within this constellation of research, scholars
have been using NLP tools to study organized
crime in Mexico by processing text written in Span-
ish. Early efforts relied on rule-based approaches
to track the territorial presence of organized crimi-
nal groups (Osorio and Reyes, 2017; Osorio, 2015;
Coscia and Rios, 2012; Signoret et al., 2021). A
common limitation of these studies is their exclu-
sive focus on tracking the location of criminal
groups. Unfortunately, this only provides infor-
mation about "who" is present but does not say
much about their behavior. Although (Osorio and
Beltran, 2020) and (Parolin et al., 2021) have been
incorporating ML approaches to study organized
crime, these ML applications have only focused on
a narrow set of behaviors. To address these limi-
tations, this study provides a fully integrated ML

application to identify a broad range of behavioral
trends of criminal groups and state authorities from
news stories written in Spanish.

3 Training Data

Computational social scientists have paid increas-
ing attention to the quality of training data anno-
tations (Grimmer and Stewart, 2013; Hsueh et al.,
20009; Erlich et al., 2022; Krommyda et al., 2021).
Due to the need for high-quality annotations to
maximize ML performance, this study implements
a rigorous annotation protocol. To generate the
training data, the study relied on a group of three
human annotators supervised by the Principal In-
vestigator (PI). The meticulous training, supervi-
sion, and validation protocols implemented in this
project allowed generating high-quality annota-
tions. The protocol consisted of human annotators
classifying information from high a level of ag-
gregation to progressively fine-grained annotations
in three stages: document classification (task 1),
sentence relevance (task 2), and event type (task 3).

Task 1: Document relevance. To ensure the
validity of the data at the highest level of aggrega-
tion, the first task consists of identifying news arti-
cles conveying information on organized criminal
violence and law enforcement efforts against crim-
inal groups. Failing to discriminate the domain-
specificity of the documents increases the risk of
including false positives which are likely to under-
mine the ML performance and the output validity.
This study relies on the document classification
originally conducted by Osorio and Beltran (2020),
who used a team of human annotators to classify
news articles as "relevant” or "not relevant". The
first step consisted of using a query to gather news
articles from 110 national and local newspapers in
Mexico. Then, annotators classified as "relevant”
news reports that provide descriptions of factual
incidents of criminal violence or law enforcement
against criminal groups. These incidents include
armed confrontations between criminals; armed
clashes between criminals and government authori-
ties; arrests of members of criminal groups; drug
seizures; seizures of assets (e.g. vehicles, money,
real state); seizures of weapons; or the capture of
high-profile targets. The team of annotators clas-
sified as "not relevant" news stories that do not
make direct reference to organized criminal vio-
lence events; editorial opinions about criminal vi-
olence; statements or claims from victims, civil
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Figure 1: Annotations of relevant news articles (task 1)

society organizations, or government officials; or
summaries from government authorities providing
a cumulative report of law enforcement activities.

The training data at the document level consists
of 60,837 news articles in Spanish, out of which
61% are "relevant" and the other 39% are "not
relevant” (see Figure 1). This large training data
was produced with high inter-annotator reliability
(F1=0.904), reported by Osorio and Beltran (2020).

Task 2: Sentence relevance. This study goes
beyond the document-level classification initially
implemented by Osorio and Beltrdn (2020) and
analyzes the relevance of specific sentences. To
do so, we selected a random sample of relevant
documents from task 1 and disaggregated them
into individual sentences. A team of human an-
notators classified sentences as "relevant” or "not
relevant” following the criteria proposed by Osorio
and Beltrdn (2020). An initial group of six anno-
tators underwent a three-week training program to
gain familiarity with the ontology. In this process,
the annotators labeled the same corpus in several
rounds. Then, the PI selected the three annotators
with the highest inter-annotator reliability score
(F1>0.8) to work on task 2.

We used www . tagtog. com, a web-based an-
notation platform, to annotate a collection of
12,252 sentences. Under the PI’s supervision, the
team of annotators independently classified each
sentence and implemented a cross-validation pro-
cess consisting of several rounds of revision to
ensure the consistency of their labeling decisions.
After each sentence received three validated clas-
sifications, the team generated the gold standard
record (GSR). To do so, the PI randomly assigned
a set of sentences to each annotator, who evaluated
the set of anonymous annotations from the previ-
ous round and determined the most accurate one
as the GSR. Figure 2 shows the binary annotation
that produced a balanced collection of 51.7% of the
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Figure 2: Annotations of relevant sentences (task 2)

sentences as "relevant” and the other 48.3% as "not
relevant", with a high inter-annotator agreement of
F1=0.9982.

Task 3: Event type. The next step consists of
annotating the type of event in the relevant para-
graphs derived from the previous step. To do so, the
annotators relied on a detailed codebook to classify
11 different types of events: (i) Criminal violence
vs. criminals, (ii) Criminal violence vs. state, (iii)
Criminal violence vs. civilians, (iv) Drug traffick-
ing or production, (v) State violence vs. criminals,
(vi) State arrest of criminals, (vii) State seizure of
drugs, (viii) State seizure of guns, (ix) State seizure
of assets, (x) State violence vs. civilians, and (xi)
Civilian violence vs. criminals.

Classifying unstructured text using a large num-
ber of categories can be challenging, particularly
when the narrative conveys information about mul-
tiple events. Identifying multiple actors conducting
different actions in the same sentence can generate
intractable annotation schemes. To address this
challenge, the PI modified the annotation space
to enable multiple-actor-action classification. Fig-
ure 3 shows the interface using the same sentence
to classify three different actions: an arrest (event
1), an attack on the police (event 2), and violence
against civilians (event 3). The interface allows
coding up to four distinct types of actions from the
same sentence. '

According to the annotation output in Figure 4,
about 51.7% of the sentences contain a single event,
12.2% sentences have two events, 3.9% include
three events, and 1.3% contain four events. The
inter-annotator reliability assessment also indicates
a high level of agreement between annotators with
an F1=0.998 in event 1, F1=0.997 in event 2, and
F1=1 in both events 3 and 4.

The team of annotators classified a total of 8,466

'Note that the interface in Figure 3 also allows annotating

the span of text, a task that will be explored in future work for
fine-grained text extraction and Named Entity Recognition.
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events. Figure 5 presents the distribution of an-
notations by different event categories and their
perpetrators. Among the actions carried out by
the state, the most frequent types of events are ar-
rests (8.9%), followed by drug seizures (8.5%), gun
seizures (7%), and seizures of assets (4%). Vio-
lence perpetrated by the state is rare. Annotators
only identified state violence vs. criminals in 3.3%
of the cases and violence vs. civilians in 0.2%.

Among the events initiated by criminal groups,
criminal violence against civilians stands out as the
most common category with 20.9% of the cases.
In contrast, violence between criminal groups is
less frequent (3.2%). In practice, it is difficult to
distinguish between criminal violence against the
population and against rival criminals using news
articles. The reason is that news reports tend to
provide a generic description of the incident with-
out giving details about the victims. For example,
an article may just indicate that "a group of hit-
men conducted an attack and killed three men."
In this case, the criminal character of the perpe-
trators is clear, but there is no information about
the victims. The annotation protocol used in this
research classifies this type of event as violence

against the population.? Following the codebook,
annotators classified events of violence between
criminals when the news reports explicitly mention
the criminal character of the perpetrator as well as
the victim (e.g. name of the criminal group or the
person’s role such as hitman or lieutenant).

Criminal violence against the state constitutes
the second most frequent annotation of criminal
behavior (9.4%). In addition, annotators detected
instances of criminal violence against the state in
3.3% of the sentences. Finally, the annotation out-
put indicates that violence from the population
against criminals is very rare, with only 0.2%.

Overall, as Figure 5 shows, the distribution of an-
notations in the training data is not balanced. There
are some categories with a substantial number of
annotations (particularly, criminal violence against
civilians), while others do not have many annota-
tions. This could affect the performance of ML
algorithms and it is not plausible to expect good
performance in categories with scarce annotations.
Section 6.1 below discusses future research to ad-
dress this challenge.

4 Experiment Setting

This study analyzes organized criminal violence in
Mexico using a set of experiments to progressively
process finer-grained information. The first stage
focuses on classifying relevant documents. The sec-
ond stage consists of classifying relevant sentences
extracted from the relevant documents identified
in the previous step. The final stage classifies the

“This coding decision rests on methodological and ethical
grounds. Methodologically, annotators only classify informa-
tion based on explicit evidence in the news report and make
no assumptions about the victims. Ethically, the annotating
procedure is based on the victim’s presumption of innocence,
which helps to reduce double victimization and stigmatization
(Moon and Trevifio-Rangel, 2020).
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specific type of organized criminal violence or law
enforcement actions contained in the relevant sen-
tences. This sequential approach helps to ensure
the validity of the output data based on the concate-
nated focus on documents, sentences, and events.
The large number and high quality of the annota-
tions included in the training data provide a strong
empirical foundation to assess the performance of
the different ML algorithms and LLM considered.

Task 1: Document relevance. To address the
challenge of determining which news articles are
relevant to the topic of organized criminal violence,
the study approaches this problem as a binary clas-
sification task at the document level. Based on
the annotations provided in the training data, a
positive outcome is operationalized as "relevant"
and a negative outcome as "not relevant." In line
with standards in computer science research, the
experiment setup takes an agnostic approach and
puts a variety of algorithms to compete in this
binary classification task. This experiment con-
siders a set of five traditional ML algorithms and
three LLLMs: Multinomial Naive Bayes (NB), Lo-
gistic Regression (LR), Random Forest Classifier
(RF) (Breiman, 2001), Support Vector Machine
(SVM) (Cortes and Vapnik, 1995), Extreme Gra-
dient Boosting (XGB) (Chen and Guestrin, 2016),
BETO (José et al., 2020), and Multilingual BERT
(mBERT) (Devlin et al., 2018). The experimental
setting uses this whole set of ML algorithms and
LLM to assess the performance of tasks 2 and 3.

First, we pre-processed the data. We lem-
matized the text in the corpus using the
es_core_news_sm model from spaCy. Then,
we removed Latin diacritics and stop-words. Next,
we trained the traditional ML algorithms using their

default settings in scikit-learn, and fine-tuned the
LLMs using the Hugging Face library. We split the
corpus into 90% for training and 10% for evalua-
tion. To test the performance of our classifiers, we
used the metrics implemented in scikit-learn.

Task 2: Sentence relevance. Based on the se-
lection of relevant news stories derived from the
previous stage, the experiment setup then focuses
on classifying relevant sentences within the rele-
vant documents. To do so, the study approaches
this task as a binary classification at the sentence
level. Based on the annotations, a positive outcome
is operationalized as a "relevant" sentence, while
a negative outcome indicates "not relevant” sen-
tences. For the automatic classification, we follow
the pipeline described for Task 1 and the experi-
ments evaluate the full set of ML and LLM.

Task 3: Event type. The final set of experiments
use a variety ML algorithms and LLM to classify
different types of events at the sentence level. To
do so, the study considers the 11 types of actions
discussed in section 3 as a multi-class classification
task. For each type of event, the algorithms classify
as a "positive" outcome a specific type of event
mentioned in the sentence, and "negative" other-
wise. This phase applies the same pre-processing
steps as in Tasks 1 and 2. To perform the classifi-
cation, we generated individual binary subsets for
each event label, enabling a binary classification
for every label. This means that, from the 11 avail-
able classes, we created 11 subsets, each one with
only two classes: positive and negative. This al-
lows us to evaluate the performance of the learning
algorithms with respect to each event type.
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5 Results

5.1 Task 1: Document relevance

Figure 6 presents the results of the binary document
classification using a diverse set of ML algorithms
and LLM. According to the results, the model with
the best performance in classifying relevant and
not relevant news articles associated with criminal
violence and law enforcement efforts in Spanish is
mBERT-uncased with an F1=0.9630.

All other models in the binary document classifi-
cation task report lower performance than mBERT-
uncased. The Logistic Regression (LR) model re-
ports the second-best results with an F1=0.9574,
closely followed by the Support Vector Machine
(SVM) with an F1=0.9563; the Extreme Gra-
dient Boosting (XGB) model performs with an
F1=0.9529; BETO reports an F1=0.9526; the Ran-
dom Forest (RF) Classifier indicates an F1=0.9461;
the cased version of Multilingual BERT (mBERT-
cased) model reports an F1=0.94; and finally, the
Multinomial Naive Bayes (NB) has the lowest per-
formance with an F1=0.9233.

The result of the mBERT-uncased application
in this study considerably outperforms the perfor-
mance of the Logistic Regression model originally
implemented by Osorio and Beltran (2020) for doc-
ument classification, which reached an F1=0.949.
The high F1 performance of the mBERT-uncased
model in this application also stands out with re-
spect to the performance of other binary document
classification efforts on similar domains. For exam-
ple, the highest score of binary document classifica-
tion of protest data reported in the CASE 2022 joint
task reached an F1=0.7496 (Hiirriyetoglu et al.,
2022), which is considerably lower than the per-
formance reported in this study. The results of
the mBERT-uncased pre-trained language model
in Spanish also puts into perspective the results

of other studies showing that other models outper-
form mBERT in Spanish on similar conflict-related
domains such as hate speech (Castillo-16pez et al.,
2023) and sexism detection (Schiitz et al., 2022).

5.2 Task 2: Sentence relevance

As indicated in the experiment setting in section 4,
we proceed in an agnostic way with respect to the
different ML algorithms and LLM considered in
this study and put them all to compete in classifying
relevant sentences. The first row of Table 1 reports
the results of the different models on the classi-
fication of relevant sentences. The performance
metric used to assess the models is the average
macro-F1 derived from running five iterations of
each model. In this way, the results provide evi-
dence of the average performance of each model,
rather than arbitrarily picking the top performance
from any random seed. The model reporting the
highest macro-F1 is marked in bold font to indicate
the algorithm that has the best performance in each
classification category.

The results of Table 1 show that BETO has the
best performance for sentence relevance classifica-
tion with an F1=0.8588. The model with the second
best performance is mBERT-uncased (F1=0.8553),
followed by mBERT-cased (F1=0.8506). All other
models have slightly lower performance for classi-
fying the relevance of specific sentences.

In general, BERT-like models stand out for their
high performance in identifying relevant sentences
related to organized criminal violence and law en-
forcement efforts from text in Spanish. The excel-
lent performance of this model is consistent with
the findings of Hiirriyetoglu et al. (2022) for clas-
sifying protest data, which reached a maximum
F1=0.8245 in its top-performing model.

5.3 Task 3: Event type

Finally, the rest of the rows in Table 1 show the
results of the different ML algorithms and LLM on
the multi-class classification of specific event types
in relevant sentences. In general, the performance
of event classification reflects the expectations of
unbalanced annotations discussed in the Training
Data section 3. As expected, the models generally
perform better for event types that have a large
number of annotations, while they tend to show
lower performance for rare event types.

The second section of Table 1 reports the results
of the different ML and LLM tools for actions ini-
tiated by organized criminals. The BETO model



Traditional ML LLM
Positive mBERT mBERT
Task cases NB SVM LR RF XGB uncased cased BETO
1 Relevant 6,327 0.8179 0.8443 0.8449 0.8512 0.8368 0.8553 0.8506  0.8588
Criminal violence vs. criminals 396 0.0000 0.2799 0.0379 0.0805 0.2614 0.6630 0.8412  0.8550
) Criminal violence vs. state 1,148 0.0522 0.5836 0.4211 0.3120 0.5874 0.8423 0.8170  0.8380
Criminal violence vs. civilians 2,556 0.6840 0.7397 0.7147 0.6563 0.6959 0.8558 0.8536  0.8699
Drug trafficking or production 402 0.0103 0.3908 0.1333 0.1640 0.3865 0.6817  0.8440 0.4994
State violence vs. criminals 405 0.0000 0.6483 0.4547 0.2234 0.6815 0.8312 0.8457  0.8505
State violence vs. civilians 30 0.0000 0.2133 0.0000 0.2133 0.2133  0.4992 0.8382  0.8558
3 State arrest of criminal 1,093 0.0569 0.6255 0.4177 0.3727 0.6246  0.8305 0.8441  0.8550
State seizure of assets 490 0.2355 0.5896 0.3204 0.5289 0.5546  0.7757 0.7450  0.8451
State seizure of guns 859 0.7296 0.8268 0.7519 0.7519 0.8497 0.9191 0.8421 0.8567
State seizure of drugs 1,041 0.6444 0.8086 0.7088 0.8133 0.8131 0.9259 0.8367 0.8596
4 Civilian violence vs. criminals 19 0.0000 0.0000 0.0000 0.0000 0.0000 0.4997 0.8440 0.4994

Table 1: Relevance and multi-class classification at the sentence level (tasks 2 and 3).

has the best performance for classifying criminal
violence against criminals with an F1=0.8550. This
performance is remarkable given the small number
of positive cases in this category. The mBERT-
uncased model reports the top performance for
classifying incidents of criminal violence against
the state with an F1=0.8423. Given the variety of
potential targets among state authorities (e.g. sol-
diers, marines, police, and state officials), it may
be difficult for the algorithm to accurately iden-
tify incidents of criminal violence against the state.
Yet, the substantial number of annotations in this
category likely contributes to the model’s good
performance. For the category related to crimi-
nal violence against civilians, BETO reports the
best performance with an F1=0.8699. Given the
broad range of crime victims and the different types
of violent tactics used by criminal groups, it is
difficult to accurately classify this category. Fi-
nally, the algorithm achieving the best performance
when classifying drug trafficking or production is
mBERT-cased with an F1=0.8440. This level of
performance is remarkable given the limited obser-
vations in this category and the broad variety of
narcotics (e.g. cocaine, heroin, fentanyl) that make
their classification a challenging task.

The third section of Table 1 reports the per-
formance for events initiated by the state. De-
spite the limited number of annotations of state
violence against criminals and civilians, the best-
performing model, BETO, reports an F1=0.8505
and F1=0.8558, respectively. BETO is also the top-
performing model for classifying arrests of crimi-
nals, with an F1=0.8550. According to the results,
the algorithm with the best performance at identi-
fying seizures of assets (e.g. vehicles, real estate)

is again BETO with an F1=0.8451. Results show
an outstanding performance of mBERT-uncased to
identify gun and drug seizures with an F1=0.9191
and F1=.0.9259, respectively.

Finally, the bottom section of Table 1 reports
the results of identifying incidents of civilian vio-
lence against criminals. Due to the extremely low
number of annotations in this event-type category,
most models struggle with effectively classifying
this type of event. However, mBERT-cased reports
a strong performance with an F=0.8440.

In general, the results of Table 1 show that tra-
ditional ML algorithms have a sub-optimal perfor-
mance. In contrast, the family of BERT models
consistently reports higher levels of performance.
This is consistent with the well-documented high-
performance of BERT models in a variety of NLP
tasks (Devlin et al., 2019).

6 Conclusions

This study presents an application to classify in-
formation related to organized criminal violence
from unstructured text written in Spanish using ML
and LLM. The results from this study enable re-
searchers and government authorities to track the
violent behavior of organized criminal groups in
Mexico and assess the effects of law enforcement
activities. This research allows for the generation
of data on a large scale, in a timely manner, and
with an unprecedented degree of granularity and ac-
curacy. By analyzing criminal and state behaviors,
the study goes beyond previous efforts exclusively
focusing on tracking the territorial presence of crim-
inal groups using rule-based approaches (Osorio
and Beltran, 2020; Signoret et al., 2021; Coscia
and Rios, 2012). Tracking the territorial presence



of criminal groups only provides information about
who is present, but does not say anything about
what are they doing. Thus, this study provides
valuable tools to identify behavioral trends of crim-
inal groups and state authorities from news stories
with unprecedented accuracy.

The methodological approach in this research
focuses on a sequence of classification tasks of
increasing levels of detail. Based on a large collec-
tion of documents and a robust set of high-quality
annotations in the training data, the first task fo-
cuses on classifying the relevance of entire news
articles related to organized criminal violence and
law enforcement. To do so, the experimental set-
ting puts a variety of ML algorithms to compete
in the binary classification task. The algorithm re-
porting the best performance is Multilingual BERT
- uncased, with an F1 score of 0.9630. This high
level of performance provides a strong indicator of
the effectiveness of this ML algorithm.

The second stage evaluates the different algo-
rithms for the identification of relevant sentences.
Results show that BETO presents the highest level
of performance for the binary sentence classifica-
tion task with an F1 score of 0.8588.

Finally, the study focuses on classifying the spe-
cific types of events of organized criminal violence
and law enforcement contained in the data. This
application considers 11 different types of events
of lethal and non-lethal violence initiated by crimi-
nal groups, government authorities, and the civilian
population. Given the variations in the distribution
of annotations across event categories, results show
varying degrees of performance in the multi-class
classification of event types. In general, the family
of BERT-like models shows a strong performance
when classifying different types of organized crim-
inal violence and law enforcement efforts. Results
of these NLP tasks report F1 scores ranging from
0.8440 to 0.9259. In particular, BETO consistently
presents high performance in many categories.

Beyond the technical performance evaluated in
this application, results provide great confidence
about the use of NLP tools to accurately extract and
classify a broad range of behavioral information
related to organized criminal violence from text
written in Spanish. These results offer valuable
contributions to researchers, security analysts, and
government agencies in Spanish-speaking coun-
tries in their efforts to understand organized crimi-
nal behavior using high-quality data.

6.1 Future Work

A key limitation in this study is the combination
of imbalanced training data and the low number
of annotations in some event categories that un-
dermine performance. In order to overcome this
limitation, future research will explore different
data augmentation techniques (Sahin, 2022; Yang
et al., 2022). In particular, the Confli-T5 method
(Parolin et al., 2022) is a promising one as it spe-
cializes in political violence and conflict. However,
Confli-T5 was developed in English and requires
multi-lingual extensions.

Future research should also consider recent de-
velopments in pre-training language models rel-
evant to crime, violence, and politics. Recently,
Parolin et al. (2021) proposed the 3M-Transformers
(Multilingual, Multi-label, Multitask) method to
classify and extract information related to crime
and conflict in English, Spanish, and Portuguese.
Most importantly, future research should con-
sider using ConfliBERT (Hu et al., 2022) and
the ConfliBERT variation in Spanish (Yang et al.,
2023), a domain-specific language model special-
ized in conflict and violence. Independent research
has shown that ConfliBERT is the state-of-the-art
model for NLP tasks on political violence and con-
flict (Héffner et al., 2023). Unfortunately, the cur-
rent ConfliBERT version is only capable of pro-
cessing text in English.

6.2 Ethical considerations

This study was conducted in compliance with the
ACL ethical research guidelines and operated under
the supervision of the University of Arizona IRB
(protocol 2012326746A001). This project only
used secondary data and did not involve human
research subjects. Also, as discussed in section 3,
the coding protocol took extra measures to avoid
further stigmatizing crime victims.
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Abstract

Detecting event location is a key aspect of event
extraction from news and social media. How-
ever, this task has not received strong attention
recently in comparison to event classification
or identifying the event time and the semantic
arguments of the event, such as victims, per-
petrators, means of action, affected infrastruc-
ture, etc. Nevertheless, the location as an event
argument plays a crucial role in all event de-
tection applications: conflict detection, health
threat monitoring, disaster impact assessment,
etc. The method presented in this paper uses a
BERT model for classifying location mentions
in event reporting news texts into two classes:
a place of an event, called main location, or an-
other location mention, called here secondary
location . Our evaluation on articles, reporting
protests, shows promising results and demon-
strates the feasibility of our approach and the
event geolocation task in general.

1 Introduction

Detecting event location from online text sources is
a key area of research since the advent of social net-
works (Intagorn et al., 2010) , (De Longueville
et al.,, 2010). Applications have been devel-
oped in fields as diverse as disaster management
(De Longueville et al., 2009), (Kongthon et al.,
2014), tracking disease outbreaks (Grishman et al.,
2002b), or fight against crime (Kounadi et al.,
2015). Detecting socio-political events (and in par-
ticular, protests) emerged as an important use case
(Zhang et al., 2017), which relies on comprehen-
sive, timely and high-quality data that is sometimes
not available or it is difficult to be obtained.
Recently, the CASE (Challenges and Applica-
tion of Automatic Extraction of Socio-political
Events from News) series of workshops (Hiir-
riyetoglu et al., 2021a) have introduced a set of
event detection shared tasks and an annotated cor-
pora of protest events, which contains annotations
of event places among the other arguments. The

CASE initiative significantly boosted the work in
the area of socio-political event analysis and gave
birth to shared tasks and research works with fo-
cus on event location identification, (Giorgi et al.,
2021) and (Zavarella et al., 2022).

Formally, geographical place recognition is a
sub-category of named entity recognition (NER)
(Densham and Reid, 2003). However, it has many
particular features: First, geographic names are
in the range of millions and unlike names of peo-
ple and organizations, there are no reliable rules
for recognizing these entities by their textual form.
Therefore, the first level in recognizing geographic
entities is by searching for them in big geograph-
ical dictionaries, called gazetteers. Second, geo-
graphic names can be mismatched with names of
people: as an example, let’s consider place names
like Washington, Georgia, Alexandria and many
others. Third, identifying the place names in text
is just the first step in recognizing them: disam-
biguating locations (i.e. which of the many Paris is
it) and identifying their precise coordinates is even
more challenging task (Overell, 2009).

The fourth problem, related to location analy-
sis is recognizing the semantic role of the location
mentions. Currently, very little work is dedicated
to this important problem: Our paper aims at filling
this gap, by applying the latest advances in Natural
Language Processing (Devlin et al., 2018), lever-
aging large language models and the knowledge
encoded in them, to recognize locations, where
events happen, distinguishing them from other lo-
cation mentions.

Our approach is designed to be used as an inte-
gral part of an automated process for Event Extrac-
tion: In particular, we aim at linking protest events
from news articles to the locations where they took
place. A classical problem of such location identifi-
cation is the fact that apart from the locations of the
main events reported in the news, here called main
locations, many more places are usually referred
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to in the text, called here secondary locations. Typ-
ically, a news article focuses on one main event,
which however is related to various reported real or
possible happenings, which took place before or af-
ter the main one. Each event also has an elaborated
structure and may feature different semantic argu-
ments, among them places, as well as sub-events
and larger events, which encompass it. Conversely,
locations may be used to define the places of the
events, as well as to address the origins and affilia-
tions of people and organizations (“refugees from
Syria", “the mayor of Brussels"),

To answer the event location detection challenge,
we proposed an approach which uses a BERT (De-
vlin et al., 2018) model for text classification; it
classifies each location as the place of an event
on which the news article is focused (main loca-
tion) or as a secondary location mention (places
of secondary events or location mentions, which
are not event places). Our model uses only lexi-
cal context and the position of the sentence in the
article. However, our approach makes use of the
implicit semantic knowledge about the similarities
of the words and their relations, encoded in the
BERT model. In this way, we avoid using seman-
tic features and other text pre-processing, relying
entirely on the semantic knowledge, encoded in
BERT. Moreover, recent research (Muller et al.,
2022) aims at transferring BERT models across
languages , potentially bringing making our our
approach multilingual.

2 Related work

Earlier work on event extraction, such as
(Humphreys et al., 1997) and the REES system
(Aone and Ramos-Santacruz, 2000) use syntactic
patterns for detecting locations and other event ar-
guments. Similarly, one of the first disease out-
break systems, PULSE (Grishman et al., 2002a),
makes use of syntactic clues and proximity to es-
sential event arguments, such as disease names,
to select the outbreak locations. Some recent ap-
proaches for event location detection like (Giorgi
et al., 2021) also makes use of proximity of the
location to specific event arguments.

These linguistic approaches, although having a
reasonable precision, are limited in their applica-
tion, since syntactic patterns and clues require a
significant amount of expert knowledge and efforts
and strongly depend on the event classes, which
are being considered in the event extraction system.
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Moreover, linguistic approaches cannot efficiently
exploit big data repositories, i.e. corpora and pub-
lic event data bases, such as ACLED (Raleigh
et al., 2010), Global Terrorism Database (LaFree
and Dugan, 2007), and others, which has recently
emerged.

In contrast, Machine Learning (ML) models can
significantly benefit from such data: A recent ML
work on event geolocation, based on an existing
event data set ICEWS (Ward et al., 2013)) is pre-
sented in (Lee et al., 2019). Their work is similar to
the approach presented in this paper. However, they
use semantic pre-processing of the text by anno-
tating each event-specific keyword and expression:
event trigger verbs and nouns (e,g, breaking into),
actors (e,g, Ukraininan soldiers), temporal expres-
sions and others. This work reports 75% accuracy
for detecting the main event location in a protest
event data set. They use Support Vector Machines
(SVM), Neural Network and Random Forests, all
methods delivering similar results.

Another work which relies on training a classifier
for event location detection is presented in (Imani
et al., 2017). They use SVM classifier and word
embeddings for identifying the sentences likely to
contain the main event location. Then they extract
from them the most frequent location.

Similartly, (Halterman, 2019) proposes a Con-
volutional Neural Network, which finds the main
event location. They have manually created a
data set of 8’000 sentences, containing information
about military offensives in the Syrian war. The
event geolocation accuracy they achieve is around
84%.

3 Protest events and their locations

Protest are socio-political events, which include
rallies, protests, marches, strikes, riots, violent dis-
orders and civil unrest. Each socio-political event
assumes action by a large group of people. In par-
ticular, the protest events express disapproval and
oppose to concrete actions or policies of govern-
ments, administrators, parties, institutions or com-
panies. The definition of protest event, given in
(Makarov et al., 2015) is:

A protest event is open to the public, politically
motivated and not institutionalised as opposed to
e.g. elections.

In some cases protest actions pose concrete de-
mands, e.g. lowering taxes or raising wages. On
certain occasions, these events attempt to focus the



public attention on causes, such as minority rights,
peace in war zones, environmental problems, etc.
These events may include spontaneous violent ac-
tions, mass violence against people, vehicles and
infrastructure. Such actions may manifest charac-
teristics of crime or event small-scale armed con-
flicts, when armed opposition to the police takes
place.

In order to better understand the dynamics of
the protest events and their relation with various
geographic locations, we have manually analyzed
a small set of news, identifying the main and the
secondary events and their related locations.

Our analysis found four basic types of location
mentions:

* The place of the reported protest, the main lo-
cation, “Farmers staged a protest in Santa Fe
province on Tuesday ", “they hacked Sabata
Petros Chale to death in Marikana West , al-
legedly over the allocation of low cost houses".
Main locations can be reported using several
levels of accuracy, for example mentioning the
country, the district, the city and the place in-
side the city, e.g. “Clashes erupted in Dalian,
Liaoning" , resulting in several location men-
tions, referring to a single event. Also, in
some cases, more than one main event can
be reported, causing mentioning of more than
one main location.

The place of the event which is the cause
for the protest - “The incident came about as
protests and riots formed in cities across the
country following the killing of George Floyd
in Minneapolis "; “A demonstration against
supplying Ukraine with weapons for war with
Russia attracted 10,000 people on Saturday"
Such locations we consider secondary.

Another source of secondary location men-
tions are the populated places from where the
protesters come, also their national origin -
“Farmers from the nearby states of Punjab,
Haryana and Uttar Pradesh began arriving
by tractors and on foot at the outskirts of New
Delhi last week, where they blocked roads and
set up makeshift camps"

Locations related to response actions and con-
sequences: places of police block, places of
blocked traffic, countries reacting towards the
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event, and places where politicians or orga-
nizers make statement about the main event
(“press conference with the French Prime Min-
ister in Paris about the protests across the
country"). Although these locations may be
important for the dynamics of the event re-
ported, they are still considered secondary
locations.

Let’s consider as an example, a news article
fragment describing a protest in Oslo:

“Dozens of activists, including Greta Thunberg
of neighboring Sweden, blocked the entrance to the
energy ministry in Oslo Monday to protest a wind
farm they say hinders the rights of the Sami In-
digenous people to raise reindeer in Arctic Norway"

In this fragment three locations are mentioned,
while only one, i.e. Oslo, is the main location.
The other locations mentions , (Sweden and Arctic
Norway), are secondary ones. The first relates to
the origin of one of the prominent protesters (Greta
Thunberg) and the second is the place, where the
cause for the protest is located: a wind farm in
Arctic Norway.

Our analysis shows that the complexity of the
events, described in the news, not only the sociopo-
litical ones, has its impact on the location refer-
ences: one happening can trigger mentions of mul-
tiple related events and people, and the correspond-
ing locations, related to them. In the case of protest
actions, the event which is a cause for them is fre-
quently mentioned along with its place. Moreover,
the effects of the protest on the people and the ur-
ban environment: blocked traffic, police actions
and similar, bring in the text additional locations.

In some sense, this is in agreement with David-
son’s view on the event semantics (Davidson,
1969), for whom the cause and effect constitute
important characteristics of the event phenomena.

4 Approach

The approach we propose for geolocating events be-
longs to the class of Machine Learning approaches,
it is similar in spirit to the work of (Halterman,
2019). We, however, chose to use a BERT clas-
sification model, since it provides the necessary
level of abstraction by encoding the texts into a se-
mantic space, trained on millions of documents. In
this way, we avoided the feature abstraction phase,



which is part of all the other ML approaches for
geocoding, cited so far.

In order to train and evaluate our approach, we
used a corpus of protest news, reporting various
types of protests in India and China. (Hiirriyetoglu
et al., 2021b). In this corpus the annotated event
locations are main locations. Moreover, we have
additionally annotated the secondary location men-
tions, which were not annotated in the corpus, us-
ing the Mordecai open source software (Halterman,
2017). In this way, we obtained a corpus with main
and secondary locations.

A sample annotated sentence from the corpus is
shown below:

“Indiapnqain) © NewDelhifyq) » Thu May 30
2013 , 22:07 hrs Activists of Youth Indian Na-
tional Trade Union Congress ( INTUC ) protest
against recent Naxal attack on Congress leaders ,
in Raipur(secondary) ON Thursday . "

4.1 Generating location windows

We used the following procedure to extract location-
specific data from the annotated corpus:

1. We found each main or secondary location
mention.

2. We masked each location mention with a
placeholder token EVENT_PLACE (both for
main or secondary locations) and extracted a
location window of maximum of twenty one
tokens from the same sentence: maximum of
ten tokens before and after the placeholder
without crossing the sentence boundaries.

. After several experiments, we have found out
that the BERT model is sensitive to the exact
position of the location place holder, therefore,
for the shorter windows we have artificially
inserted before and after a series of filler tokes
(BEGIN before the window or END after it),
so that the length of the window is always
twenty one tokens and EVENT_PLACE is in
the center of the window.

In order to account for the position of the sen-
tence inside the article, we inserted the posi-
tion of the sentence in front of every location
window. Some smaller scaled experiments,
not reported here, showed to us that the num-
ber of the sentence slightly contributes to the
accuracy of the model.

14

5. Finally, we assigned a label to each of the lo-
cation windows which shows if it was a main
location (the place of the event annotated man-
ually) or a secondary location (any other lo-
cation mention, annotated by the Mordecai
tool).

Table 1 shows several samples of location
windows with the sentence position and the
EVENT_PLACE placeholder. For clarity, we do
not show the BEGIN and END filler tokens. Each
window is labeled as a main location or a secondary
one.

4.2 Fine-tuning the BERT model

Location windows were used to fine-tune a Fast-
BERT model (Liu et al., 2020), thus obtaining a
large language model which classifies a geoloca-
tion as a main or a secondary location mention,
using only its location window.

The FastBERT was chosen because of its speed
of performance, which allowed us to experiment
with multiple data splits in reasonable time. More-
over, the speed of the model is crucial, when apply-
ing it in real-world settings: The FastBERT speed
can be flexibly adjusted in the classification phase.
Moreover, this model adopts a unique “self distilla-
tion mechanism" at fine-tuning, further enabling a
greater computational efficacy with minimal loss
in performance.

S Experimental set up

In our experiments we used the corpus of protest
events with already annotated locations, enriched
with automatic location identification from Morde-
cai, as explained in the previous section.

Following the procedure for extraction of loca-
tion windows (Table 1) from the annotated corpus,
we have obtained an experimental data set of 829
main location windows, considered here as posi-
tive instances, and 472 secondary location ones,
considered as negative ones.

From this data we have performed a cross-
validation, generating 10 random train/test data
splits, each containing 66% location windows for
training and 34% for test.

We fine-tuned the FastBert model on the training
set of each data split and evaluated the performance
of the model on the test set.

In order to evaluate the difficulty of the location
classification task, we introduced also a simple
baseline First sentence, which considers a location



Table 1: Data sample. Main and secondary location text windows.

Location window

Main or second.

1 The house of a PDP MP was torched in south EVENT_PLACE .
0 AM The clash between police and the local people in EVENT_PLACE .
6 In EVENT_PLACE district, about 25-30 Maoists attacked the premises of
5 midnight , they set fire to the tower in EVENT_PLACE police station area .
2 The agitation was organized by the EVENT_PLACE district unit of the BJP .
5 Passengers to the EVENT_PLACE airport did not have much of a problem .
3 The march was intercepted at the EVENT_PLACE .
7 thanks to the providential arrest of a terrorist in EVENT_PLACE
0 Seers protest arrest at EVENT_PLACE police station 17th January

Main
Main
Main
Main
Main
Secondary
Secondary
Secondary
Secondary

mention to be a main location (positive), only if
it appears in the first sentence of the news article.
We also compared the performance of our BERT
model to the performance of an SVM, classifier,
which uses the Radial Base Kernel Function (RBF)
with C parameter set to 1.

We performed 2 runs of the SVM model: In the
first run we used bag-of-word vectors, where each
dimension corresponds to a word and its value is
the number of the word appearance in the text win-
dow. In the second run of the SVM model we used
Word2Vec Google News vectors (Church, 2017),
which are Word Embeddings with 300 dimensions,
pretrained on 3 billion Google News Texts.

6 Evaluation

We have calculated precision, recall, the F1 mea-
sure and the accuracy of the FastBERT, the two
SVM models, bag-of-words (BoW) and Google
News Word2Vec (W2V), and the First sentence
baseline on the test set of each of the 10 data splits.

In Table 2 we report the average FastBERT per-
formance across the 10 splits, as well as the average
performance of the SVM models and the baseline
First sentence.

Clearly, FastBERT significantly outperforms the
baseline First sentence, especially as a recall, F1
measure and accuracy. Notably, the recall of Fast-
BERT is more than twice the recall of the baseline:
This shows the importance of the model for identi-
fying main event locations, which can frequently
be mentioned after the first sentence.

Compared to the SVM BoW and SVM W2V, our
method showed significantly better accuracy with
respect to the two SVM models: 0.73 vs 0.64 for
SVM BoW and 0.65 for SVM W2V. The F'1 mea-
sure of BERT and the SVM models are comparable,
still BERT outperforms the two SVM models with
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0.02 and 0.03.

The standard deviation of the F1 of FastBERT
across all the 10 splits is s = 0.03. This shows that
our evaluation was reliable and the results do not
depend strongly on the data split.

Our evaluation shows that BERT outperforms
two state-of-the-art machine learning models and a
baseline for detecting event locations.

Although not directly comparable, the results we
achieved are similar in terms of accuracy to the
results reported by (Lee et al., 2019) on a differ-
ent data set of protest events: The best accuracy
they achieve is 0.75, using SVM. Their approach,
however, uses a significant amount of semantic and
morphological pre-processing. In contrast, we en-
tirely relied on the semantic knowledge encoded
in the BERT model. This is a clue that the BERT
models could decrease the need of extensive feature
engineering and provide a basis for non complex
identification of event arguments.

7 Conclusions

The objective of this paper was to validate an ap-
proach, based on the use of a large language model
(FastBERT) to leverage context and semantics in
the task of detecting primary (main) event locations.
In this process we completely avoided complex fea-
ture engineering and linguistic pre-processing. We
achieved encouraging results, outperforming an
heuristic baseline and SVM classifiers based on
bag of words and word embedding vectors.

In this work we focused on protest events, since
they are important measure for the level of political
discontent in the society and provide a basis for
conflict prediction. Other socio-political events,
such as armed conflicts, manifest similar problems
when analysing their spacial dynamics. In this
line of thought, locations are important parameters



Table 2: Evaluation and comparison of BERT with SVM and a baseline

Model Precision Recall F1 measure Accuracy
FastBERT 0.75 0.86 0.80 0.73
SVM BoW 0.64 0.99 0.78 0.64
SVM w2V 0.65 0.95 0.77 0.65
Baseline First sentence 0.68 0.34 0.46 0.40

for each news report. Moreover, distinguishing
main location mentions from secondary ones is
an important and challenging task. Therefore, our
work has larger scope and applicability which goes
beyond the protest events.

The question of performance of such approach
for less resourced languages should be tackled. Be-
ing multilingual by design is of paramount impor-
tance for many Automatic Event Detection appli-
cations. The promise of last generation models to
transpose learning efficiently from one language to
another is in this view a strong incentive to further
invest in their use. In this perspective training, test-
ing and evaluating the latest large language models
with multi-lingual annotated event location corpora
is a relevant research direction in the context of au-
tomated location analysis in news and social media
streams.
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Abstract

Social media has become an established plat-
form for people to organize and take offline
actions, often in the form of civil unrest. Un-
derstanding these events can help support pro-
democratic movements. The primary method
to detect these events on Twitter relies on ag-
gregating many tweets, but this includes many
that are not relevant to the task. We propose a
multi-instance learning (MIL) approach, which
jointly identifies relevant tweets and detects
civil unrest events. We demonstrate that MIL
improves civil unrest detection over methods
based on simple aggregation. Our best model
achieves a 0.73 F1 on the Global Civil Unrest
on Twitter (G-CUT) dataset.

https://github.com/AADeLucia/
MIL-civil-unrest

1 Introduction

Social media has become an established platform
for people around the world to share opinions
and react to socio-political events. Platforms en-
able communication between like-minded individ-
uals and can facilitate offline action. These ac-
tions can take the form of democratic expression,
such as protests or other types of civil unrest. In
the right situation, these events can lead to pro-
democracy actions and lead to political changes
towards more free and open governments and soci-
eties. Researchers who study these political move-
ments often turn to social media platforms, espe-
cially the globally used Twitter,! to facilitate an
understanding of how these events develop (Smidi
and Shahin, 2017; Soengas-Pérez, 2013; Steinert-
Threlkeld, 2017), which in turn may be used to
study pro-democratic movements.

As part of that research program, different ef-
forts have considered how to detect or forecast the

"We discuss recent access changes to Twitter API in Sec-
tion 8.

mdredze}@jhu.edu,

Anna.Buczak@jhuapl.edu

start of the spread of these movements, including
answering what will happen when. Detection and
forecasting models identify civil unrest either at the
macro- (global or country) (Muthiah et al., 2015;
Islam et al., 2020) or micro- (city) level (Alsaedi
et al., 2017; Giorgi et al., 2021) using one or mul-
tiple data sources, like social media, news, or eco-
nomic indicators. Others study event extraction,
whose goal is to extract information about an ongo-
ing or recent event, such as where it happened and
who was involved.

One of the challenges of developing models for
detecting civil unrest events — is there an ongo-
ing event? — is developing models responsive to
rapid on the ground changes. Social media pro-
vides a mechanism for rapid detection; messages
can be collected and analyzed as the event unfolds.
Several studies have examined how Twitter can be
utilized in a civil unrest detection model (Chinta
etal., 2021; Islam et al., 2020; Muthiah et al., 2015).
While there are a wealth of tweets from all over
the world at any given time, not all tweets from a
given location are relevant to an event. Filtering
and identifying relevant tweets remains a challeng-
ing problem (Sech et al., 2020; Mishler et al., 2017;
Rogers et al., 2019; Zhang and Pan, 2019).2 Given
the goal of detecting any event, it is important for
a detection method to work even without knowing
which tweets are necessarily relevant.

We follow Wang et al. (2016) and propose a
multi-instance learning (MIL) approach to detect-
ing civil unrest events at the country-level using
Twitter data. In MIL, examples are grouped and la-
beled as a group instead of individually (i.e., weak
supervision). Instead of aggregating all tweets
from a given country within a specified time pe-
riod, we utilize the MIL formulation where at least
one tweet is relevant while most are not to predict

2Rogers etal. (2019) used data from a Russian social media

site (VKontakte) and Zhang and Pan (2019) used data from a
Chinese site (Sina Weibo).

Proceedings of the 6th Workshop on Challenges and Applications of Automated Extraction of Socio-political Events from Text,
pages 18-33, Varna, Bulgaria, Sep 7, 2023.
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an event. We learn a tweet-level representation
using a BERT-style model and then group these
representations (i.e., instances) into a single bag
(country/time period, in our case a single day).

We apply this method to the Global Civil Unrest
on Twitter (G-CUT) dataset (Chinta et al., 2021),’
which contains 200 million English tweets from
20142019 from 42 countries in Africa, the Middle
East, and Southeast Asia. We focus on English
tweets to take advantage of this large dataset and
for easier analysis without the need for translation.
Following Chinta et al. (2021), we use the Riots
and Protests labels at the day level for a country
from the Armed Conflict Location & Event Data
Project (ACLED) (Raleigh et al., 2010) as ground
truth, where a bag is positive if at least one event
occurred in that country on that day.

We show that providing the model with all tweets
(i.e., not filtering for civil unrest) and allowing it
to choose relevant information leads to improved
performance on detecting that an event occurred
on a specific day in a country, as measured by F1.
We support these results with an analysis show-
ing the key tweets identified by the model during
prediction.

In summary, we contribute the following:

* A trained MIL model for civil unrest detection
on Twitter that achieves 0.73 F1 on G-CUT.

* Variations of the MIL model with varying lev-
els of bag- and instance-level information.

* Analysis of example tweets identified as im-
portant for the model prediction.

2 Related Work

Work in civil unrest analysis, also referred to as
socio-political event analysis, focuses on event
characterization (Scharf et al., 2021), protest de-
tection and forecasting (Hiirriyetoglu, 2021; Hiir-
riyetoglu et al., 2022), and event extraction (You
et al., 2022; Mehta et al., 2022). Prior work on
protest detection on the macro level (global or coun-
try) is most relevant to our task of country-level
civil unrest detection. Existing work differs with
regard to source data, event ground truth, and meth-
ods.

Most prior work uses news, social media, or
economic indicators as features, or sometimes, a
combination for a fuller picture. For news data,
the goal is often to identify whether an article is

*https://zenodo.org/record/5816218
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discussing a protest or event, as opposed to iden-
tifying whether an event is occurring at a location
of interest. Wang et al. (2016) use an MIL frame-
work to predict whether a news article is discussing
a protest, with sentences considered as instances
and news articles as bags. They use the sentences
that were most informative for the article predic-
tion for further analysis in event extraction. Our
approach is inspired by this work; we describe it in
Section 3.2. This setup of classifying the overall
articles and the sentences within them was a part
of the Multilingual Protest News Detection CASE
2021 shared task (Hiirriyetoglu et al., 2021).

Similar to sentence-level event identification,
prior work has trained models for social media
post-level identification of civil unrest discussion
(Sech et al., 2020). While not their final goal, Islam
et al. (2020) and Alsaedi et al. (2017) incorporate
tweet-level models as filters for whether to include
a tweet in future steps. Their tweet labels were
gathered from manual annotation. We omit this
filtration step since the proposed MIL approach
can handle irrelevant tweets. This is an important
note since our dataset was not collected with event-
specific tweets as in Alsaedi et al. (2017).4

Alsaedi et al. (2017) leverage tweets discussing
the London Riots (2011) to predict micro (small-
scale) events like fires, car accidents, and assaults
identified by police records through tweet filter-
ing, clustering, and then automatically selecting a
tweet as an event summary. Our model allows for a
flexible number of posts to be provided as an expla-
nation for each prediction. They also evaluate their
system on larger-scale events across the Middle
East in 2015, clustering with a variety of features
like hashtags, sentiment, time, and location, if pro-
vided. Thus, predictions are on an event-level and
not exactly a country-level as ours is (i.e., using
only information from a single country).

Zheng and Sun (2019) also extract event-related
keywords from clustered tweets, but cluster tweets
in an online active-learning MIL setting. This MIL
formulation differs from ours because their “bags”
are clusters of similar tweets that are hand-labeled,
whereas our bags represent a day in a country. They
use a strict formulation where a cluster is predicted
as positive (i.e., event) if it has at least one positive
tweet (i.e., discussing event/unrest), and negative
if there are no positive tweets. This assumption

*The London Riots dataset was collected with a list

of event-related hashtags such as #tottenhamshooting and
#UKRiots.



does not work for our setting, where we expect
unrest-related tweets even on days where no event
occurred.

Similar to our goal of detecting unrest on the
country-level while maintaining tweets individual-
ity, Islam et al. (2020) learn weights on individual
tweets for a location that are updated in a tempo-
rally streaming fashion. Their tweet weights are
based on a civil unrest dictionary of terms that
correspond to different unrest “stages” (observe,
agitation, mobilization, organization, occurrence),
along with other temporal and spatial information.
Our method does not rely on keyword dictionar-
ies and instead, we update embeddings to obtain
tweet weights for a given country-day. They also
include a spatial component that incorporates infor-
mation of nearby events. For ground truth they used
the Global Data on Events, Location, and Tone
(GDELT) database (Leetaru and Schrodt, 2013)
and restricted to events with high coverage. In
this work we follow other work and use labels from
ACLED (Chinta et al., 2021; Zavarella et al., 2022).

Other systems combine multiple streams of in-
formation, such as news and Twitter data (Muthiah
etal., 2015; Ramakrishnan et al., 2014; Giorgi et al.,
2021) and news and macro-socio political indica-
tors like GDELT and Worldwide Governance Indi-
cators (WGI) (Buczak et al., 2022). We focus on
Twitter because prior work has shown strong civil
unrest indicators in past events such as the Arab
Spring (Smidi and Shahin, 2017; Soengas-Pérez,
2013).

There is also work on civil unrest prediction in
the fields of social and political science. Goldstone
et al. (2010) built a model that incorporates a vari-
ety of socioeconomic and political indicators (e.g.,
infant mortality rate, stability of neighboring coun-
tries, and type of government) to predict whether a
country in a given year would experience a large-
scale event like a regime change or genocide. Simi-
larly, Chenoweth and Ulfelder (2015) use structural
condition theories (e.g., political opportunity) to
predict large-scale non-violent events in a country-
year. While Goldstone et al. (2010) and Chenoweth
and Ulfelder (2015) achieved impressive 80% ac-
curacy and 0.75 AUC, respectively, curating their
rich political and socioeconomic country profiles
requires a large amount of domain knowledge com-
pared to our Twitter-centric approach.
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3 Multi-Instance Learning for Detecting
Civil Unrest

Our task is to identify days on which, in a given
country, there is a civil unrest event based on Twit-
ter data. For each country and day, we acquire
a large number of tweets potentially relevant to
an event. A model examines this data and pre-
dicts whether or not an event is taking place. In-
stead of aggregating the tweets, we propose a multi-
instance learning approach that considers whether
or not tweets are relevant. Specifically, the model
assumes that on a day in which an event occurs,
only a subset of the provided tweets are relevant
to the event. This framing supports explainable
predictions, where the tweets deemed relevant by
the model can be examined for further context.
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Multi-instance learning (MIL) is a form of weak
supervision wherein individual examples, or in-
stances, are grouped in a bag and are labeled
at the bag level. MIL can be useful for large
datasets where labeling individual instances is time-
consuming, or for problems where a single label
is associated with a set of samples. For example,
a task may be to identify if a newspaper contains
a fashion section. A newspaper would be repre-
sented as a bag, and individual articles as instances.
If a newspaper has a fashion section, we assume at
least one instance (article) is about fashion; other-
wise, no articles are about fashion. Alternatively,
in content-based image retrieval, images are seg-
mented and each segment is analyzed individually,
and the image is classified based on the contained
objects in the instances (segments) (Carbonneau
et al., 2018).

In the case of civil unrest detection from tweets,
we assume that if an event takes place, then at least
one tweet (and likely many) will discuss that event,
while many will not. If no event takes place, no
tweets discuss an event. In our work, each tweet
is an instance, and all tweets from a single country
on one day constitute a bag. A positive instance is
a tweet that discusses civil unrest (e.g., expressing
dissatisfaction or describing a protest in real-time)
and a positive bag is a day and country where a
protest occurred.

There are two different assumptions in MIL. The
standard assumption assumes that every positive
bag contains at least one positive instance and for
a negative bag to only contain negative instances.

Multi-instance Learning
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Figure 1: Overview of the proposed multi-instance learning (MIL) approach for civil unrest detection. We follow
the country-day groupings and labels from the Global Civil Unrest on Twitter (G-CUT) dataset (Chinta et al., 2021).

This assumption is overly strict for our purposes,
so we follow the relaxed collective assumption,
where bags can contain some level of instances
from the other class (Carbonneau et al., 2018). This
assumption is a better fit since there can be tweets
expressing dissatisfaction or discussing protests on
non-event days.

There are multiple ways to combine instance-
level features and scores at the bag level, such as
averaging the instance-level scores, considering
only the top-k instances, or using the max score.
In our task, this flexibility can help overcome a
weak signal of positive instances in positive bags.
Furthermore, MIL identifies instances that were
most influential in the final bag prediction, known
as “key” instances. While there is a trade-off be-
tween optimizing a model for bag classification
and instance classification (Vanwinckelen et al.,
2016), there is work that uses identified key in-
stances for downstream tasks, such as bag summa-
rization (Wang et al., 2016).

3.2 MIL for Twitter

Our MIL-based model for Twitter data is based
on Wang et al. (2016), but we replace sen-
tences and news articles with tweets and sets of
tweets. Consider a collection of tweets D
{(z1,91),...,(xi,9i),. ..}, where a bag w;
{(z},y}h),...,(xl,y}),...} contains all tweets (in-
dexed by 7) from a single day in a country (country-
day for brevity). We aim to find informative key
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instances that predict the bag-level class of civil
unrest (protest for brevity): no protest or protest,
y; € {0,1}. Figure 1 shows an overview of our
model.

Instance Model We represent individual tweets
with BERTweet (Nguyen et al., 2020), a BERT
model pretrained on English tweets. In order to
better represent civil-unrest related tweets, we fine-
tuned BERTweet on the Civil Unrest on Twitter
(CUT) dataset (Sech et al., 2020) with the Hug-
gingFace Trainer. The model has a macro-F1 score
of 0.82. More training details are in Appendix B.1.
This trained model is the instance classification
model, where the score (probability) of an instance
is p(y! = 1) = o(fx]). The instance-level scores
are not incorporated in the standard MIL model,
but the representations are fine-tuned starting from
the instance model representations.

Bag Model The score of bag z; is determined
by aggregating the instance scores. We use the
average of the top Kj; instances in the bag:

> o(62))

L <K

1

plyi =1) = (1

The number of top instances for bag z; (kK;)
is chosen by hyperparameter 0 < 1 < 1 so that
K; = max(1, ||z;| x n]). This dynamic average
was used in Wang et al. (2016) and handles bags
with differing volumes of instances. For example,
with n = 0.2, the score of bags with 100 and 87



instances would be based on the top 20 and 17
instances, respectively. We train using the binary
cross entropy loss (BCE) for bag-level event predic-
tion. The loss is propagated through to the instance
model so that instance representations are adjusted
to better predict the overall bag label. We refer to
this model as the MIL model.

Instance-level Supervision Vanwinckelen et al.
(2015) showed that a good bag classifier does not
imply a good instance classifier. Since we want a
model to identify useful key instances for down-
stream tasks, a model that performs well on both
bag and instance classification would be useful.
Unlike most MIL tasks, we have instance-level
knowledge in the form of tweet-level civil unrest
prediction probabilities from our trained instance
classification model.’

We modify our MIL formulation by incorporat-
ing these instance-level scores in addition to the
bag labels. Our new loss function is

1
“IX] >~ BCELoss(y;, p(yi)) 2)
r,€EX
bag-level loss
P > Tzl > BCELoss(y], p(y!))
zieX ! IZEIZ

instance-level loss

see Appendix B.2 for the unabridged loss function
and a comparison of our function to the one from
Wang et al. (2016).

To encourage correct bag-level classification we
used the typical binary cross entropy loss (BCE)
for logistic regression. Note that p(y; = 1) is the
same as in eq. (1) and is only calculated using the
key instances (controlled by ). The second portion
of the loss function, the instance level loss, is also
a BCE loss to minimize the difference between the
MIL instance prediction score and the true score
from the trained instance model. 3 is a hyperpa-
rameter to control the impact of instance-level loss
on training. We call this model the MIL with Bag
and Instance Supervision (MIL-BI).

Observe that the MIL model is a special case
of MIL-BI. When 8 = 0, no instance-level infor-
mation is incorporated and it is a standard MIL
model with only bag loss. Also, when n = 0, the
top-k average is simply the max operation, another

SThis differs from other MIL tasks where no instance labels
are available to train an instance classification model.
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commonly used MIL aggregation function (albeit
rather noisy and prone to false positives).

4 Data

We use existing datasets for general civil unrest:
the Armed Conflict Location & Event Data Project
(ACLED) (Raleigh et al., 2010), Global Civil Un-
rest on Twitter (G-CUT) (Chinta et al., 2021), and
Civil Unrest on Twitter (CUT) (Sech et al., 2020).

Together G-CUT and ACLED provide the tweets
for each day in a country and the label of whether
an event occurred on that day. G-CUT contains 200
million English tweets from 2014-2019 covering
42 countries in Africa, the Middle East, and South-
east Asia. Due to the large variety of amount of
tweets for each day, we randomly sampled a maxi-
mum of 1000 tweets from each country from each
day to represent the “bag”. We also pruned the
dataset further than Chinta et al. (2021) to remove
spam-like tweets; see Appendix A for details.

Following Chinta et al. (2021), we use the Riots
and Protests labels at the day label for a country
from ACLED. We consider a day in a country as
“positive” for a civil unrest event if ACLED iden-
tified a protest or riot on that day in that country.®
Even if multiple events are identified on the same
day, that still only counts as one positive example.
All other days are negative (i.e., no event).

As mentioned in Section 3.2, we used CUT to
train our instance model.

S Experiments

We evaluate the proposed MIL models along with
baselines for the civil unrest detection task. We
follow prior work and evaluate model performance
on F1, precision, and recall (Chinta et al., 2021;
Alsaedi et al., 2017). The model’s prediction is
marked as correct if it predicts a civil unrest event
occurred on a country-day (i.e., bag) that is also
identified by the ACLED ground truth. We use
the weighted F1 score due to the class imbalance
(roughly 30% positive in the training set).

5.1 MIL Models

We evaluate the MIL and MIL-BI models described
in Section 3.2 across key instance ratios, n €
{0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9}, and in-
stance supervision, 5 € {0.0,0.25,0.5,0.75,1.0}.

SACLED includes six main event types: battles, explo-

sions/remote violence, violence against civilians, protests, ri-
ots, and strategic development



All models had a batch size of 20, a maximum of
100 instances per bag (depending on the number
of tweets per country-day), and were trained for 50
epochs (patience of 20 epochs) with AdamW opti-
mizer and 1 x 10~° learning rate with 100 warmup
steps. These models were implemented in PyTorch
and trained with the HuggingFace Trainer on 4
NVIDIA A100 80GB GPUs. To ensure the model
sees a variety of instances for each bag, the 100 in-
stances were sampled from the maximum of 1000
instances in each bag for each iteration (see Sec-
tion 4).

5.2 Comparison Models

We compare our MIL models against other
aggregation-based representations.”  See Ap-
pendix C for training details.

MIL (max) We also include MIL withn = 0
(|K;| = 1) to evaluate max aggregation instead of
top-k average.

MIL-Instance only (MIL-I) Average only the
tweet-level scores and do not include any bag infor-
mation. This model does not require any training
as the instance model is already trained. Instead,
the top instance scores are averaged as-is.

AVG Bag This model is the most direct compar-
ison to our MIL approach since it tests whether
the instance-level representation is useful or if only
the bag representation is useful. To represent each
day in a country, we use the average instance rep-
resentation, or average instance model embedding
across all tweets for that country for the day. The
classifier is a random forest model.

AVG Bag (BERTweet) This model is the same
as AVG Bag except instead of using the instance
representations, we use BERTweet representations.
These embeddings were trained on general, non-
civil unrest tweets. We include this model to eval-
uate if the AVG Bag model benefits from the civil
unrest-aware embeddings provided by the instance
model.

5.3 Baselines

The following baselines were re-run from (Chinta
et al., 2021). The random baselines were also
used in Wu and Gerber (2018) and Qiao and Wang
(2015). The train/dev/test split is the same as for the

"The code from Wang et al. (2016) was not available for
reproduction.
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MIL models (2014-2016/2017/2018-2019). See
Appendix C for details.

N-gram A random forest classifier with uni-
grams from all the tweets for each bag as features.
We did not remove location-specific words as in
Chinta et al. (2021). We preprocess the tweets with
the MIL model tokenizer for a consistent vocabu-
lary (i.e., the BERTweet tokenizer).

Random baseline Model that uses the rate of
events (i.e., positive class) from the train set to
predict whether an event will occur. For example,
since the train set has 30% positive examples, this
model predicts an event occurs for 30% of the test
data. This baseline is included purely for compari-
son and will not be analyzed in-depth along with
the other models.

Country-Random baseline This model a
country-specific version of the random baseline.
It predicts an event for a country based on the
rate of events for that country in the training set
(2014-2016). For example, the prediction for a
bag from Zambia would be based on the positive
rate specifically for Zambia in the training set as
opposed to the overall positive rate.

Model F1  Precision Recall
MIL-max 0.71 0.73 0.74
MIL (n=0.4) 0.73 0.73 0.74
MIL-BI (8 =1) 0.67 0.73 0.72
MIL-I-max 0.52 0.37 0.90
AVG-Bag 0.48 0.33 0.88
AVG-Bag BERTweet (.38 0.58 0.29
Ngram 0.48 0.64 0.38
Random 0.31 0.33 0.28
Country-random 0.50 0.54 0.46

Table 1: Model performance on civil unrest event detec-
tion task. The scores shown are from the test set (years
2018-2019). Reported F1 is weighted-F1.

6 Results
The notable findings are as follows:

The MIL models outperformed all the baselines.
All variations of the MIL models outperformed
the other aggregation models and baselines. The
strongest baseline was one of the more simple,
the Country-Random model, as shown in Table 1.
Personalizing the model from the overall positive



n MIL MIL-I

F1 Precision Recall F1 Precision Recall
0.0 | 0.71 0.73 0.74 0.52 0.37 0.9
0.1 | 0.73 0.73 0.74 0.34 0.43 0.29
0.2 | 0.73 0.73 0.74 0.17 0.55 0.1
03 1]0.72 0.74 0.74 0.042 0.44 0.022
04| 0.73 0.73 0.74 | 0.0073 0.29  0.0037
0.51]0.73 0.73 0.74 | 0.0024 0.27  0.0012
0.6 | 0.72 0.73 0.74 | 0.0016 0.32 0.00078
0.7 1 0.72 0.74 0.74 | 0.00089 0.36  0.00045
0.8 | 0.72 0.73 0.74 0.0 0.0 0.0
09 1 0.72 0.73 0.74 0.0 0.0 0.0
1.0 | 0.72 0.72 0.73 0.0 0.0 0.0

Table 2: Ablation over the key instance ratio, ) for the MIL and MIL instance-only (MIL-I) models. The results are
on the test set. 7 = 0 refers to the max aggregation. Reported F1 is weighted-F1.

class rate to the positive class rate for each coun-
try helped significantly, with an increase of 0.2 F1
from the Random model. The Ngram model out-
performed the Random and AVG-Bag BERTweet
models by roughly 0.2 and 0.1 F1, respectively.
AVG-Bag BERTweet performed worse than the
AVG-Bag model, indicating that the civil unrest
pre-training from the instance model was helpful.

Number of key instances does not have an effect
on MIL performance. The effect of adjusting
the key instance ratio for the top-k average had little
to no impact on the performance, with all models
achieving within £0.1 F1 of 0.73 on the test set
(Table 2). This low impact might be due to the
high variance in the number of tweets per bag (see
Appendix Figure 4). However, all models with n >
0 outperformed n = 0, or the MIL-max model,
indicating an advantage in basing the prediction for
a country-day on more than one tweet. While very
close, a key instance ratio of 0.4 had the highest
performance and we refer to it as MIL (best).

Incorporating instance supervision hurts model
performance. We use the best 1 from the MIL
sweep (0.4) to experiment with instance-level su-
pervision, 5. Similar to the key instance ratio
sweep, the instance loss weight also does not have
a large impact on model performance, with only a
difference of a few F1 points. Table 3 shows the
tested 3 values on the validation set. While the
difference is not great, it is still more apparent than
with the 1 sweep, indicating incorporating instance
loss is more impactful on the model than the num-
ber of key instances. As [ increases, performance
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I} F1 Precision Recall
0.0 0.73 0.73 0.74
025 0.72 0.74 0.74
05 0.71 0.73 0.74
0.75 0.70 0.73 0.73
1.0 0.67 0.73 0.72

Table 3: Instance loss parameter sweep (3) for the MIL-
BI model. As f increases, F1 decreases. All other
settings are the same as for the best MIL model. Scores
are on the test set.

decreases, confirming the conflict of optimizing for
both instance and bag-level classification. While
all models with 5 > 0 do not perform as well as
MIL (best), the best MIL-BI model (5 = 0.25)
achieves an F1 of 0.77 on the validation set and
0.72 on the test set. While 5 = 0.25 has the best
performance, we analyze 5 = 1.0 further in Sec-
tion 7.1 to evaluate whether the decline in civil
unrest prediction performance is offset by more
informative key instances.

Bag information is needed alongside instances
for accurate bag prediction. Finally, we do not
incorporate the bag labels at all and evaluate the
MIL instance-only model. In Table 2 we see the
drastic change in model performance, with the lack
of training with bag labels leading to a performance
worse than MIL and the baselines. The exception
is with n = 0 which outperformed most of the
baselines at 0.52 F1, 0.37 precision, and 0.90 recall.
However, this high F1 is skewed by the very high



recall as opposed to precision, indicating the model
over-predicts positive bags. This use of only the
single highest-scoring instance for bag label pre-
diction confirms the presence of positive instances
in negative bags, or the collective assumption (see
Section 3).

Performance varies across countries Following
prior work that uses tweets from multiple countries,
we check our model’s performance across all 42
countries in the dataset (Zhang et al., 2022; Chinta
et al., 2021). The per-country F1, precision, and
recall scores from MIL (best) on the test set are
shown in Appendix Figure 5. Roughly half of the
countries (22) have an F1 score below the aggre-
gated score, and there is a clear gap in performance
between countries with the highest (Pakistan, 1.0
F1) and lowest (Morocco, 0.28 F1) scores. This
performance discrepancy can in part be explained
by unequal country presence in the training set as
well as differing rates of events. As shown in Fig-
ure 2, Pakistan (PAK) is not only very prevalent in
the data, it also has a very high rate of events, in-
dicating a very simple task if the model associates
Pakistani tweets with civil unrest. Countries with
either very high or very low levels of civil unrest in
the train set generally perform better than those in
the middle (40-60% positive events). The relation-
ship is not as clear with Morocco (MAR), which
appears to be an outlier, since other countries with
similar size and rate of events perform better, such
as Thailand (THA).

7 Discussion

While performance is important, a strength of the
MIL approach is the identification of which tweets
contribute the most to the final prediction, i.e. those
with the highest probabilities. These top tweets can
be used to explain the model’s prediction. We ex-
amine the top tweets for a single event below. Also,
we revisit the MIL collective assumption in an anal-
ysis of civil-unrest related tweet distributions on
days with and without events.

7.1 Key Instance Analysis: Case Study

In Table 4 we compare top tweets from MIL models
of interest: the best-performing MIL-n = 0.4, MIL-
BI-(8 = 1), and MIL-max. We focus on a single
event identified by ACLED, a protest in Sri Lanka
on September 5, 2018, shown in Table 4.

The selected event was a large protest concerning
a political demonstration demanding the govern-
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Figure 2: The test F1 scores from the MIL (best) across
all countries present in the data. The countries with the
highest and lowest F1 scores are annotated. The size of
each point is relative to the number of bags each country
has in the training data. The model performs best on
countries with either very low or very high rates of civil
unrest. The included countries are Togo (TGO), Tanza-
nia (TZA), Thailand (THA), Uganda (UGA), Morocco
(MAR), Nepal (NPL), and Pakistan (PAK).

ment to step down and was organized by the Joint
Opposition, a political alliance. The MIL model
predicted a protest with probability 0.53 and iden-
tified informative tweets, with specific mentions of
the Joint Opposition as well as police presence for
riot control. There is also a noisy, irrelevant tweet
directed at the then-president of the US. While
the MIL-max model is typically easily skewed by
its top tweets, in this specific example it was dis-
tracted by an irrelevant tweet about the weather
and did not predict that a protest occurred on this
day, with a too-low probability of 0.49. Oddly,
while identifying tweets of interest discussing un-
rest, the MIL-BI model had the lowest prediction
of all, with a probability of 0.38. These tweets are
indicative of unrest and one even tags the president
of Sri Lanka, but are not as informative as those
from the MIL model. From this example, the MIL
model identified mostly informative tweets while
MIL-maz was distracted by irrelevant noise. The
MIL and MIL-BI models had low overall predic-
tion confidence due to a skewed positive instance
distribution, i.e. while the top tweets had very high
scores, most of the tweets were not identified as
civil-unrest related and brought down the average.
This is a single qualitative example and more
quantitative analyses are needed for evaluating the
usefulness of identified key tweets in downstream
tasks like event extraction and summarization.



Event description: On 5-6 Sept, in Fort (Colombo, Colombo), thousands gathered at Lake House
roundabout in a JO-organized protest demanding the government to step down. Protesters marched
from different locations in Colombo city - including Galleface and Kurunduwatta - to Colombo Fort to
join a JO-organized protest. Despite peaceful protest, 1 protester died due to cardiac arrest and several
hospitalized due to food poisoning, minor injuries, and excessive drinking.

Model Bag Score Tweet Score  Tweet
0.99 @realDonaldTrump What about Saudi attacks ?
MIL (n = 0.4) The Joint Opposition ( JO) is planning to carry out a huge mass protest called “Jana-
0.53 0.99 balaya Kolabata” against the Government targeting Colombo on the 5th September
2018 from 1400 Hrs.
Over 5,000 policemen from various units armed with all riot controlling mechanisms
0.98 will remain standby to face the...
current weather in Colombo: scattered clouds, 24°C 88% humidity, wind 3kmbh,
MIL-max 0.49 0.49 pressure 1010mb
Dear Mr. Ranjan, the salve of @RW_UNP, majority is suffering your mismanage-
0.99 ment...
MIL-BI (5 = 1.0) @USER @UN Yes UN, world Bank and other international organizations must be
0.38 1.0 responsible for poverty because. ..
0.97 @vijaytelevision @ Vivo_India This cheater; poi Kari deserves ah

Table 4: Top key tweets identified by MIL models with different parameters for September 5, 2018 in Sri Lanka. The
event description is from ACLED. The tweet scores are from the instance model and the bag score is the aggregated
score. The bag score differs from the tweet scores for the MIL and MIL-BI models because not all the top 7 tweets

are shown.

7.2 Distribution of Tweet Scores

An important part of the MIL formulation that we
chose was to embrace the noisy Twitter data with
the collective assumption. In this assumption, a
country-day where an event did not occur can still
contain civil-unrest related tweets, as identified by
the instance model. Appendix Figure 6 shows the
distribution of instance scores grouped by country
across days with and without an event. The major-
ity of tweets are not unrest-related (i.e., instance
score below 0.5), but there is a long tail toward
high-scoring instances. The most important note
is that for most countries there is little to no visi-
ble difference in civil-unrest related tweets on days
with and without events. This is a strong indication
of why this task of civil unrest prediction on the
country-day level is difficult. We discuss potential
model improvements in Section 8. Examples of
protest-related tweets on a day without civil unrest
are shown in Appendix Table 6.

8 Conclusion

Our goal was to evaluate how well a multi-instance
learning (MIL) approach to civil unrest detection
on Twitter performed to other, aggregated meth-
ods. We modeled tweets that occurred on the
same day in a country as a bag where each tweet
is an instance. We showed that this formulation
worked well, achieving an F1 score of 0.73 on de-
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tecting events identified by ACLED. The number
of instances that contributed to the final predic-
tion for each bag had little effect, but incorporating
instance-level supervision in the form of a loss
penalty for misclassifying unrest-related tweets did
negatively impact overall event prediction perfor-
mance.

Since we only evaluated on the civil unrest task,
it is unclear if these results are task or data-specific.
The remaining challenges are to quantitatively test
whether the identified key instances (1) contain
event information from the ACLED event(s) (bag
labels) and (2) can be used in a full event extraction
or summarization pipeline, as in Wang et al. (2016).

We showed that this approach is promising for
civil unrest detection, but it can easily be adapted
for a new task by substituting new tweets and bag
labels, such as the detection of other types of events
or even stance classification. The common thread
between these problems is that tweets are com-
monly analyzed in aggregate and all are assumed
to be directly related to the topic in question, how-
ever since Twitter data is noisy, this is a potentially
incorrect assumption.
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We chose Twitter to gain direct access to the
“voice” of the people, but through our filtration of
non-English and non-geotagged tweets, the data
is not a representative sample of the population.
Also, some countries do not have a large number
of Twitter users in general. The result is that some
countries are vastly over-represented in the dataset
than others (e.g. South Africa vs Ethiopia). See the
G-CUT paper for details on Twitter coverage of the
ACLED-identified civil unrest events.

All of the above culminates in a dataset not rep-
resentative of the population of a country. In future
work we will use a multi-lingual approach to miti-
gate the bias of using English-only tweets. For the
chosen regions of Africa, Middle East, and South-
east Asia, we would incorporate Arabic and French
at a minimum.

A way to better represent the population would
be to use Twitter Geolocation tools, such as the
recently introduced Geo-Seq2seq Carmen (Zhang
etal., 2023). This data expansion potentially comes
at the expense of user privacy.

And finally, the dual use of a tool which iden-
tifies tweets discussing civil unrest is a very real
possibility. For the purposes of this work, we focus
solely on observing and modeling civil unrest and
not instigating or curtailing it.

Limitations

The limitations in this work are mostly from not
fully exploring the model space with respect to
training parameters and architecture and the dis-
continued access to Twitter going forward.

While we ablated over multi-instance learning-
specific parameters such as key instance ratio and
instance-level loss, there is always more to be done
for hyperparameter tuning of the learning rate and
other optimizer parameters. Also, to address lim-

itations of commonly used aggregation functions,
one could automatically learn an aggregation, such
as through an attention layer (Ilse et al., 2018).

Further, the effect of instance model perfor-
mance on instance model loss inclusion was not
included, i.e., as the instance model becomes more
accurate, do the bag predictions become more accu-
rate as well? Also, the effects of instance selection
was not explored beyond random sampling.

Also of note is the focus on English tweets,
which as discussed in Section 8, limits the pop-
ulation represented in the data. If moving to a mul-
tilingual setting, we would use Bernice, a multilin-
gual BERT model trained from-scratch on tweets
(DeLucia et al., 2022), for the instance representa-
tion instead of BERTweet.

We leave these areas to be addressed in future
work.

Regarding data access, in March 2023, Twitter
changed its API pricing and effectively closed off
its public API stream with undetermined plans for
an academic pricing tier.> This means while no new
tweets can be collected, but past tweets already col-
lected can still be modeled. Our MIL approach can
be applied to past tweets for historical events, or
other social media platforms like Reddit or Face-
book.
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Figure 3: Plot is cumulative and normalized to show the
percentage of bags that remain after raising the mini-
mum number of instances threshold. Note the log scale
for number of instances.

A Data Preparation

As discussed in Section 4, we use the Global Civil
Unrest on Twitter (G-CUT) dataset introduced by
(Chinta et al., 2021). In this work, we perform
further data cleaning:

* Removed retweets and quote tweets

* Removed tweets identified as spam (tweets
with more than three hashtags or user men-
tions or less than three non-URL, hashtag, or
user mention tokens)

* Removed exact text duplicates

After cleaning 86,096 bags out of 86,270
(99.80%) remained.

Another change is we removed samples, or bags,
that did not have at least 10 tweets, or instances.
This threshold was based on dropping the bottom
10% of bags, which still retained 78,192 samples
(91% of the original dataset) from all 42 countries
(see Figure 3).

B Model Training Details

Parameters not detailed in the main paper are dis-
cussed here.

B.1 Civil Unrest Filtration Model

For the Civil Unrest Filtration model, or instance
model in the context of multi-instance learning,
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Metric Validation Test
Accuracy 0.85 0.82
Loss 1.5 1.9
F1 (Positive) 0.65 0.6
F1 (Macro) 0.86 0.82
Precision 0.89 0.84
Recall 0.85 0.82

Table 5: Results for the validation and test set of the
best performing civil unrest filtration model.

we fine-tuned a BERTweet model on the Civil
Unrest of Twitter (CUT) dataset (Sech et al.,
2020). After removing samples identified as non-
English, the dataset consists of 2761 samples, 553
of which discuss general unrest (20%). We split the
dataset into train, validation, and test sets of sizes
2235/249/277, respectively.’ To encourage equal
class prevalence we used stratified sampling for the
splits. We chose the general unrest label instead of
specific protests or events since our overall model
aims to predict civil unrest.

The BERTweet model was fine-tuned with a
HuggingFace classification head for 100 epochs,
AdamW optimizer, linear schedular warmup of 50
steps, binary cross-entropy loss, 0.00006815 learn-
ing rate, 0 weight decay, betas (0.9, 0.999), epsilon
1.000e — 8, 128 batch size, and early stopping with
a patience of 10. These parameters were chosen
after performing a hyperparameter sweep for best
positive F1 score on the validation set of 100 tri-
als, selecting randomly from weight decay values
{le—10,1e —09,1e — 08,1e — 07, le — 06, le —
05,0.0001,0.001,0.01,0} and a learning rate uni-
formly sampled from [le — 6, 1e — 2]. To address
the large class imbalance we included a weight for
the positive class calculated as

Nsamples

positive weight =
Nelasses X Mpositivesamples

where the sample stats are based on the train split.
Choosing a model based on best positive F1 score
was important because we found that best valida-
tion loss did not necessarily correlate with accurate
predictions of the positive class, most likely due to
the large class imbalance. Performance details of
the final model are in Table 5.

°This is 10% of the dataset set aside for test and then 10%
of the remaining data set aside for evaluation.



B.2 MIL Loss

The full loss function is in Equation (3). While sim-
ilar to the loss function from Wang et al. (2016),
ours is simpler and does not use the instance-ratio
control loss or the instance-level manifold prop-
agation. Since the overall model is initialized
with meaningful representations from the BERT-
based instance model, we omitted the other in-
stance losses. The losses were more necessary
in Wang et al. (2016) since the instance/bag repre-
sentations were learned from averaged word2vec
embeddings, which are not as powerful as BERT
embeddings. Further, unlike Wang et al. (2016), we
have "ground-truth" labels for the instances, allow-
ing us to use a BCE loss instead of their instance
hinge loss. A future iteration of this work could
incorporate these other losses.

C Baseline Training Details

Parameters not detailed in the main paper are dis-
cussed here.

C.1 N-gram Baseline

Inspired by the simple baselines from Chinta et al.
(2021), we included a similar baseline in this work.

For a more direct comparison to the MIL and
MIL-AVG models we used the BERTweet tok-
enizer to normalize and tokenize the tweets. We
used the random forest classifier implementation
from sklearn (Buitinck et al., 2013) with the fol-
lowing settings: 10 estimators, max depth of 32,
minimum samples split of 32, and a balanced class
weight. These settings were copied from Chinta
et al. (2021). We used the same train, validation,
and test splits as for the MIL model.

C.2 AVG-Bag Baseline

The AVG-Bag model is a direct comparison to the
standard method of using all tweets to represent
each bag as opposed to the MIL approach. With the
same instance model discussed in Appendix B.1
and Section 3.2, we represent each bag as the aver-
age instance representation ([CLS] token). These
representations are then used as features for a ran-
dom forest model, with the same settings as for the
N-gram model. We used the same train, validation,
and test splits as for the MIL model.
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instance-level loss (BCE)
Date Country Tweet Score Tweet
Somalia’s militant Islamist group al-Shabab has shot dead two people it accused of
2017-01-11  UGA 1.0 being gay.

The sad thing about today.The idiot politicians who are preaching economic emanci-
pation are millionaires

Some of issues we need Govt to address:non prioritisation of National Health insur-
2017-04-08  UGA 1.0 ance scheme. #Ugbudget17 @USER @HealthVoice_UG

2017-02-19 ZAF 1.0

Table 6: Example positive tweets (i.e., civil-unrest related) in negative bags (i.e., a country-day with no event) from
the validation set (2017). The tweet scores are from the instance classification model (see Section 3.2). UGA and
Z.AF refer to Uganda and Zambia, respectively.
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Key Instance Ratio (n)

Figure 4: The expected number of key instances for
each bag and the average from the train set. The shaded
region is the standard deviation.
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Abstract

Identifying cause-effect relations plays an inte-
gral role in the understanding and interpretation
of natural languages. Furthermore, automated
mining of causal relations from news and text
about socio-political events is a stepping stone
in gaining critical insights, including analyzing
the scale, frequency and trends across timelines
of events, as well as anticipating future ones.
The Shared Task 3, part of the 6th Workshop
on Challenges and Applications of Automated
Extraction of Socio-political Events from Text
(CASE @ RANLP 2023), involved the task
of Event Causality Identification with Causal
News Corpus. We describe our approach to
Subtask 1, dealing with causal event classifica-
tion, a supervised binary classification problem
to annotate given event sentences with whether
they contained any cause-effect relations. To
help achieve this task, a BERT based architec-
ture - ROBERTa was implemented on four dif-
ferent datasets with the main difference being
the inclusion and exclusion of both stopwords
and various abbreiviations/acronyms present in
the dataset. The results of this model are vali-
dated on the dataset provided by the organizers
of this task. We achieved a rank of 8§ with an F1
Score of 0.7475 on Dataset 1 (Removed Stop
Words and Replaced Abbreviations).

1 Introduction

The ability to comprehend underlying cause-and-
effect associations holds paramount significance
across a multitude of disciplines. This knowledge
facilitates informed decision making processes.
Hence, the investigation of causal relationships
assumes a pivotal position in the study of un-
derstanding the underlying mechanisms that
govern the correlation between actions and their
consequences.

With the uncertainty and complexity that
characterizes various domains of inquiry, pre-
dictive capabilities empower individuals and

organizations to navigate the intricate interplay
of variables, facilitating better planning, risk
management, and mitigation strategies.

The primary objective of this task is to de-
velop a method to classify casual relations and
in turn help identify the variable that acts as a
reason for another. This will help in anticipating
contingencies. The impact of casual analysis is
not only seen in the extrapolation of likelihood of
events under static conditions but also in events
observed in continuously altering conditions,
for example, changes induced by treatments or
external interventions. [3]

This paper presents our use of the BERT
based architecture RoOBERTa, in Subtask 1 Casual
Event Classification of CASE 2023 Shared Task
3.

2 Task Description

The CASE 2023 Shared Task 3, Event Causality
Identification with Causal News Corpus [4] [5],
focuses on the problem of detecting and extracting
causal relations in protest event news. A causal
relation is defined as a semantic relation between
the cause and effect arguments, such that the
occurrence of the latter is the subsequent result of
the occurrence of the former. For an example to
be considered a causal sentence, it has to include
at least one cause-effect attribute pair where one
argument provides the reason, explanation or justifi-
cation for the situation described by the other.[1][7]

Subtask 1 - Causal Event Classification
[6] is an event detection task which focuses on
the automatic identification of the presence of
causality in event sentences, i.e, a supervised
classification task to detect causality in a given text.
The aim is to develop a model to annotate event
sentences with binary labels indicating whether

Proceedings of the 6th Workshop on Challenges and Applications of Automated Extraction of Socio-political Events from Text,
pages 34-37, Varna, Bulgaria, Sep 7, 2023.
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they contained any cause-effect relations.

3 Dataset Description

The subtask used the second version of the Causal
News Corpus (CNC), an annotated news corpus
comprising 3,767 event sentences extracted from
randomly sampled protest event news from varying
sources. For the first subtask, the data consisted
of event sentences annotated with binary labels
indicating the absence or presence of causality
within the span of each text, represented by 0 and 1
respectively.

The training and development dataset con-
sisted of 3075 and 340 annotated text samples
respectively. In the testing phase, the development
dataset could be incorporated into the training
of the model, and an additional test set of 352
un-annotated event sentences was provided.

4 Methodology

4.1 Data Pre-processing

This process entails cleaning of data through
numerous methods like removing noise, handling
missing data, normalising skewed data, etc. When
it comes to text data, removing noise can include
the removal of stop words, links, abbreviated
words, punctuation and numbers or the conversion
of numbers to words and abbreviations to their
respective full forms or translating text from one
language to another.

For Subtask 1, the training data consisted of
3075 samples with gold labels, the development
data consisted of 340 samples with gold labels and
the testing data consisted of 352 samples without
gold labels.

The training, development and test data was
pre-processed using the same methods. Data pre-
processing involved removal of links using "urllib’,
contractions handling using the ’contractions’
library, replaced abbreviations and acronyms,
removed punctuations, stop words and words with
a length less than 3. Numbers were also converted
to words using the library "num2words’.

A dictionary was created with the most common
abbreviations and acronyms present in the dataset.
This dictionary was used to replace the respective
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abbreviations and acronyms from the text.

Libraries like ’nltk’ and ’spacy’ were also
used for further pre-processing.

Four different datasets were created to compare
results :

* Dataset 1 - Removed Stop Words and Re-
placed Abbreviations

* Dataset 2 - Included Stop Words and Replaced
Abbreviations

* Dataset 3 - Removed Stop Words and didn’t
Replace Abbreviations

* Dataset 4 - Included Stop Words and didn’t
Replace Abbreviations

4.2 Model Building & Experimental Setup

RoBERTa [2] - a BERT based architecture was
used for Casual Event Classification. The model
was initialised using pre-trained RoOBERTa weights
"roberta-base" !. The text data was encoded
using RoBERTa Tokenizer. The text was encoded
to a length of 100 to generate embeddings that
were passed through the model. The architecture
included the RoBERTa Transformer layer followed
by a Dropout layer, Flatten layer and two Dense
Layers.

Since, the task calls for a binary classifica-
tion, sigmoid activation function was used for
the final dense layer. The model was compiled
with Adam optimizer that had a learning rate of
0.00001, binary_crossentropy loss function and F1
score as metric. The model was run for 20 epochs.

5 Results

The final leaderboard for Subtask 1 was based on
Binary F1 Score. The baseline Binary F1 Score
was 0.8191. Our submission using RoBERTa
and Dataset 1 achieved a Binary F1 score of
0.7475. The organisers also measured Precision,
Recall, Accuracy and MCC(Matthews Correlation
Coefficient).

It is clear from Table 1 that, Dataset 1 had
the highest Recall value as compared to the other
datasets. Dataset 2 and Dataset 4 had lower Recall
values as compared to Dataset 1 but outperformed

"https://huggingface.co/docs/
transformers/model_doc/roberta



high level team party led state vice
president bharatiya janata party nalini
mahanty visit jogiapalli friday enquire
incident meet injured party workers
Dataset 1 - Removed Stopwords and
Replaced Abbreviations/Acronyms

A high level team of the party led by State
vice-president of the BJP , Nalini Mohanty
is to visit Jogiapalli on Friday to enguire -

high level team the party led state vice
president the bharatiya janata party nalini
mohanty visit jogiapalli fiday enquire about the
incident and meet the injured party workers
Dataset 2 - Included Stopwords and
Replaced Abbreviations/Acronyms.

ahout the incident and maet the injurad

Y

high level team party led state vice president bjp
nalini mehanty visit jogiapall friday enquire
incident meet injured party workers
Dataset 3 - Removed Stopwords and didn’t
Replace AbbreviationslAcronyms

party workers ,

-

high level team the party led state vicepresident
the: bjp nalini mohanty visit jogiapalli friday
enguire about the incident and meet the injured
party workers
Dataset 4 - Inlcuded Stopwords and didn't
Replace Abbreviations/Acronyms

Figure 1: Datasets Examples

Models RoBERTa

Metrics | Recall Precision | F1 Accuracy | MCC
Dataset 1 | 0.87283 | 0.65367 | 0.74752 | 0.71022 | 0.44829
Dataset 2 | 0.82081 | 0.71357 | 0.76344 | 0.75 0.50664
Dataset 3 | 0.73988 | 0.73142 | 0.73563 | 0.73863 | 0.47725
Dataset 4 | 0.80346 | 0.74731 | 0.77437 | 0.76988 | 0.54169

Table 1: Test Results obtained for Subtask 1 using RoOBERTa

it in all the other metrics.

The only difference between Dataset 2 and
4 was the replacement of abbreviations/acronyms;
Dataset 4 had outperformed Dataset 2 on F1
Score by a small margin. This shows that
abbreviations/acronyms did not affect the model
as massively as the presence or lack of stopwords.
Transformers are able to understand context
better than other deep learning models like RNN,
LSTM, etc and in Casual Event Classification, the
presence of the stopwords are generally the way to
differentiate between cause and effect.

Output Labels
A

\
RoBERTa / ALBERT

i i i

RoBERTa Pre-Trained Embedding

i

‘ Using spacy & nltk for Data ‘

Preprocessing and Generate Four
Datasets

!

Original Data

Figure 2: Overall Methodology

6 Conclusion

This paper addresses Subtask 1 - Casual Event
Classification, which is a binary classification task,
with the aim to annotate samples to indicate the
presence of causality in a given text.

Our method includes basic data pre-processing
techniques to generate four different datasets,
which are used as inputs for the RoOBERTa model
and to the compare the results across five metrics
- F1 Score, Recall, Precision, Accuracy and
MCC(Matthews Correlation Coefficient).

Our system achieved a rank of eight based
on Binary F1 Score i.e., 0.74752 achieved using
Dataset 1. The best Binary F1 score value ob-
tained was 0.77347 for Dataset 4, post competition.

Results may be improved by increasing the
embedding size to a max length of 500 for
RoBERTa. Hyperparameter tuning of the
RoBERTa model should also be considered for
better results.
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Abstract

Understanding causality is a core aspect of
intelligence. The Event Causality Identifica-
tion with Causal News Corpus Shared Task ad-
dresses two aspects of this challenge: Subtask 1
aims at detecting causal relationships in texts,
and Subtask 2 requires identifying signal words
and the spans that refer to the cause or effect,
respectively. Our system, which is based on
pre-trained transformers, stacked sequence tag-
ging, and synthetic data augmentation, ranks
third in Subtask 1 and wins Subtask 2 with an
F1 score of 72.8, corresponding to a margin of
13 pp. to the second-best system.

1 Introduction

In this paper, we describe our approach to the Event
Causality Identification with Causal News Corpus
shared task (Tan et al., 2023), which took place
at The 6th Workshop on Challenges and Applica-
tions of Automated Extraction of Socio-political
Events from Text (CASE 2023). The task, which
builds on the 2022 iteration of the same shared task
(Tan et al., 2022a), but including more labeled data,
targets the detection and extraction of causal rela-
tionships. In Subtask 1, participating systems need
to decide whether a sentence contains any causal re-
lationship. Subtask 2 requires extracting the spans
that denote cause, effect, and trigger words (if any).

Our system leverages pre-trained transformer en-
coders and synthetic data augmentation methods,
and ranks third in Subtask 1. We address Subtask 2
using a supervised sequence labeling model, which
wins by a margin of 13 percentage points in terms
of F1 over the second-best system. We model mul-
tiple causal chains per sentence via stacked labels
and find that synthetic data augmentation consis-
tently improves performance. Our code is publicly
available.!

! https://github.com/boschresearch/
boschai-cnc-shared-task-ranlp2023
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Figure 1: Our proposed modeling technique for ex-
tracting causal relationships (Subtask 2) using stacked
BILOU labels. ARGO = cause, ARG1 = effect.

2 Dataset and Task

The Causal News Corpus (CNC, Tan et al., 2022b)
consists of 3767 sentences extracted from news
articles. CNC provides annotations of semantic
relations of the form “X causes Y’ that indicate
a causal relationship between arguments X and Y.
The definition of causality follows that of the CON-
TINGENCY label in the PDTB-3 corpus (Webber
et al., 2019), which is used when a statement pro-
vides the reason, explanation, or justification for
another event. Following TimeML (Pustejovsky
et al., 2003), the definition of events includes both
actions that happen or occur and states. As illus-
trated by the example in Figure 1, one event is
the immediate effect of another, e.g., the event ex-
pressed by “the use of a village field” is the cause
of that expressed by “the clash.”

While following the definition of causal relations
of PDTB-3, which focuses on causal relations be-
tween sentences or clauses, CNC provides span
annotations for causes (ARGO), effects (ARG1) and
signals (SIGO0) within sentences. Spans may com-
prise one to several words. Their boundaries are

Proceedings of the 6th Workshop on Challenges and Applications of Automated Extraction of Socio-political Events from Text,
pages 38—43, Varna, Bulgaria, Sep 7, 2023.
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not restricted to clause or constituent boundaries.
Signals are expressions such as “has led to” or
“causing,” but not every causal relation annotation
requires a signal. Of all annotated relations, 30%
do not contain a signal, for example: “[Dissatis-
fied with the packagec,yse], [Workers staged an all-
night sit-inggrec¢].” The average signal length is 1.46
words. Tan et al. (2022b) describe the annotation
guidelines in detail.

The shared task is divided into two subtasks:
Subtask 1 is a binary classification problem, de-
ciding whether a sentence contains a cause-effect
chain or not. Subtask 2 deals with the more chal-
lenging problem of extracting the correct spans of
cause, effect, and signal, where a sentence may
contain more than one causal relation. In CNC, the
maximum number of causal relations per sentence
is four. Spans are annotated using XML-like tags:
(ARGO) refers to causes, {ARG1) to effects, and
(SIGO) to signals.

3 Modeling and Augmentation

In this section, we describe the neural architec-
tures that we use to solve the two subtasks. To
produce contextualized embeddings of the input
sentences, we use BERT-Large (Devlin et al., 2019)
and RoBERTa-Large (Liu et al., 2019).

3.1 Subtask 1

We implement a binary classifier to detect whether
a sentence contains a cause-effect relation. The
sentence-level [CLS] embedding is fed into a
linear output layer that outputs a prediction on
whether a sentence contains a cause-effect mean-
ing or not. We design the output layer to yield
two prediction scores, one for each class. During
our experiments, we observe that the classifier has
shown prediction bias towards negative samples.
Hence, we apply a weighted cross entropy loss that
upweights the positive samples.

3.2 Subtask 2

We model the problem of detecting cause, ef-
fect, and signal spans, potentially with multiple
causal relations within a single sentence, as se-
quence tagging task using the BILOU labeling
scheme (Alex et al., 2007). The BILOU scheme
extends the commonly used BIO scheme by in-
troducing two additional markers, where “L” de-
notes the end of a multi-token sequence and “U”
refers to a single-token entity. For example, the
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argument span “Beijing launched a campaign” has
the label sequence [B-ARG1 I-ARG1l I-ARG1l
L-ARG1] (ignoring BERT-specific subword to-
kens here). A linear layer on top of the embedding
model produces the logits for all BILOU tags for
each token individually. These logits are fed into
a conditional random field (CRF, Lafferty et al.,
2001) output layer, which computes the most likely
consistent tag sequence.

However, this approach can only predict a single
output sequence per sample, i.e., is not able to de-
tect multiple causal chains in an instance. Consider
the example shown in Figure 1. The expression
“the clash” can be either the cause of one killing
and 17 injuries or the effect of not being able to
agree about the usage of a village field. As a result,
there are two causal relations within this instance.
To address this, we “stack” the BILOU labels by
concatenating them using a pipe (“|”) operator,
similar to Strakova et al. (2019), who also use a
label stacking approach. As shown in Figure 1,
this means that the word “clash” is tagged with
L-ARGO | L-ARG1 | O, which decodes to being the
end of a cause in the first layer, being the end of an
effect in the second one and not being part of any
span in the third one.

To keep the label space manageable, we model
three layers. There are only nine samples in the
training set with four possible sequences. Without
filtering, we would end up with about 39,000 la-
bels. We only add stacked labels that occur in the
training and validation data, resulting in roughly
300 three-layer BILOU labels. During evaluation,
these stacked labels are split into their three distinct
layers and each instance is evaluated separately. As
a result, the model is able to predict up to three
different causal relations per sentence.

3.3 Data Augmentation and Resampling

As for both subtasks, there is only limited training
data available, we incorporate additional synthetic
data into the training. In the 2022 edition of the
shared task, several teams also experimented with
data augmentation methods. Chen et al. (2022)
trained BART (Lewis et al., 2020) to rephrase in-
stances in the dataset. Kim et al. (2022) create ad-
ditional data by adding the SemEval-2010 dataset
(Hendrickx et al., 2010) and replacing words by
their POS tag.

Augmenting using EDA  Our first augmentation
approach makes use of the Easy Data Augmenta-



Original Sentence

EDA Augmented Sentence

His arrest has sparked widespread protests by students,
teachers as well as opposition parties.

Month-long escalating protests to mark 4th anniversary of
Mullivaikkal pogrom.

They also rubbished suggestions that the student protests
were losing steam [...]

His arrest has sparked widespread resist by student, teacher
as advantageously as confrontation parties.

Month-long step up protests to mark off quaternary day of
remembrance of Mullivaikkal pogrom.

They besides rubbish suggestions that the scholar protests
were lose steam [...]

Table 1: Comparison between original sentences and their EDA-augmented counterparts. Differences are underlined.

tion (EDA, Wei and Zou, 2019) tool to generate
additional training data for both subtasks. EDA
offers different augmentation techniques: synonym
replacement (sr), random word insertion (ri), ran-
dom word deletion (rd), and random word swaps
(rs). The percentage of words on which these tech-
niques are applied are defined by hyperparameters
Qlsry Qpiy Olpg, and Q.

For Subtask 1, we employ synonym replace-
ment, random word insertion, and random swaps
and generate four synthetic samples per original
instance in the training set. This results in a train-
ing set five times as large as the original dataset
with a total sample count of over 15.000 samples.?
In Subtask 2, keeping the ordering of {ARGO),
(ARG1) and {SIGO) consistent is of high impor-
tance. To avoid adding destructive noise to the
training data, we only use synonym replacement
and random insertion for this subtask. We add
one augmented sample per single-relation instance,
i.e., we do not augment data based on samples
with more than one causal relation. We discard
augmented samples that are invalid w.r.t. the anno-
tation scheme. Data augmentation for the challeng-
ing multi-relation cases is an interesting direction
for future research. The augmented training set
contains 4.611 instances, i.e., about 1.500 more
than the original set.

Table 1 shows three instances and their aug-
mented counterparts. The first example shows a
replacement of opposition by confrontation, which
is not fully synonymous, but still related. In the
second one, there is a synonym replacement of 4th
by quaternary. In the third example, noise is added
by replacing “losing” with “lose”, illustrating that
the data augmentation method does not control for
grammatical correctness.

2We noticed that the tool also clones each original sample
in our implementation.
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Oversampling of Multi-Relation Samples
About 32% of all instances with at least one causal
relation in the training set are labeled with more
than one causal relation. Out of these, we sample
400 instances (with replacement) and add them to
the training dataset. In contrast to EDA, we only
use this setting only for Subtask 2.

Generating Samples using ChatGPT We exper-
iment with GPT-3.5-turbo and prompt it to generate
100 novel samples containing causal relations that
are similar to those of the CNC corpus. We prompt
ChatGPT with multiple samples of the CNC train
set, and the rules of placing (ARGO), (ARG1), and
{SIGO), and let it generate novel samples. This
additional data is only used for Subtask 2.

The ChatGPT-based data augmentation ap-
proach generates relatively simple examples by
always sticking to a Cause-Signal-Effect or
Effect-Signal-Cause structure without overlapping
spans. Examples include “[The lack of raincayse]
[causedsignal] [the crops to fail and farmers to suffer
lossesggrect].” and “[A decrease in greenhouse gas
emissionsgrect] [Was a result ofsjgna | [the decrease
in demand for fossil fuelscause]”.

4 Experimental Evaluation

This section describes our experimental results for
both subtasks. Evaluation of Subtask 2 is per-
formed using FairEval®, which implements a relax-
ation of traditional hard-matching span evaluation
metrics on sentences marked as containing a causal
relation in the gold standard only. We train our
on all samples of the train split, including those
without causal relations.

4.1 Hyperparameters

To find the best learning rates and augmentation
parameter combinations, we employ a grid search

3https:://huggingface.co/spaces/hpi—dhc/FairEvaI/tree/main



Team Precision Recall F1
1 DeepBlueAl 83.2 86.1 84.7
2 InterosML 81.6 87.3 84.4
3 BoschAl 80.0 87.9 83.8
baseline 75.9 89.2 81.9
Table 2: Subtask 1: results on test of the best three

systems and the baseline provided by Tan et al. (2023).
Scores are based on the public leaderboard.

LM Precision Recall F1  Accuracy
BERT 86.9 89.7 883 87.1
RoBERTa 88.6 88.1 88.3 87.4

Table 3: Subtask 1: results on dev (large model vari-
ants).

and refine the learning rates after an initial coarse-
grained search ranging from le~" to 9e~* for the
pre-trained language model. The binary classifier
for Subtask 1 is trained with a learning rate of 8e-6,
using the EDA augmented training data and a batch
size of 32. For Subtask 1, we use the following
parameter values for the different EDA techniques:
ag = 0.4, a; = 0.1, and s = 0.6. We use a
weighted cross entropy loss for this subtask, using
a weight of 1.5 for class causal. For Subtask 2,
we apply the following settings: ag, = 0.4 and
Qg = 0.5.

The CRF-based tagger for Subtask 2 uses a learn-
ing rate of 7e > for the language model and the lin-
ear layer, whereas a learning rate of 3e~% is applied
on the CRF. During fine-tuning, EDA-augmentated
data is included in the training set. Training the
models is performed on Nvidia A100 GPUs using
one GPU per run, which takes several hours per
model. Early stopping is applied using the F1 score
on the dev set and a patience of three epochs to
select the best model. The models are optimized
using AdamW (Loshchilov and Hutter, 2019) and
an inverse square-root learning rate scheduler taken
from Griinewald et al. (2021).

4.2 Results

In the following, we refer to the public leaderboard
of the Event Causality Identification with Causal
News Corpus shared task.* We report results on test
as provided by the leaderboard evaluation script.

Subtask 1 Our RoBERTa-based binary classifier
ranks third of 10 participants. Results are shown

4https://codalab.lis:n.upsaclay.fr/competitions/1 17844#results
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All relations Multi-relation

P R F1 \ P R F1
1 BoschAI 84.4 64.0 72.8 \ 82.6 53.5 649
- Cause 853 59.7 70.2|825 474 60.2
- Effect 82.8 629 71.5|80.3 504 619
- Signal 854 704 772|826 535 649
2 tanfiona* 60.3 59.2 59.7 - - -
3 CSECU-DSG 40.0 36.1 38.0| - - -

Table 4: Per-class scores on the test for Subtask 2 of
our best scoring model using RoOBERTa-Large and EDA.
The last two rows show the results of the second- and
third-best system. *System of Chen et al. (2022).

in Table 2, including the best two systems and the
baseline by Tan et al. (2023). Among the top three,
we achieve the best recall score. Qualitatively, we
find that neither sentence length nor the presence
of signal words are strongly correlated with mis-
classifications.

We report the results of our classifier that uses
BERT-Large in comparison to RoOBERTa-Large in
Table 3 on the dev set (since we do not have access
to the gold standard of test). Both models perform
almost equally on this task, with RoBERTa out-
performing BERT by a slight margin in terms of
accuracy with a difference 0.3% pp.

Subtask 2 On this task, we compare our mod-
els against the baseline provided by Tan et al.
(2023), which is the best performing system from
the previous iteration of the shared task by team
“1Cademy” (Chen et al., 2022). They also build
upon a BERT-based embedding model, but out-
put prediction scores for begin and end tokens of
the respective spans. In order to produce consis-
tent output, i.e., non-overlapping cause and effect
spans and correctly ordered spans, they implement
a beam-search algorithm on top that aims to find
the top m most likely spans for each of the three
types.

Per-label scores of our best-performing model
and those of the other two competitors are shown
in Table 4. Our best system is based on RoBERTa-
Large with a CRF layer on top and trained on EDA-
augmented data. Our system clearly outperforms
the last year’s winning system by more than 13
percentage points in terms of F1 on the latest CNC
data, exceeding precision by 24 percentage points.
Our system performs best on the signal label, which
could be explained by two factors: signals are much
more repetitive in the corpus (with “to” occurring
293 times in the train data) and the average length



Cause Effect Signal avg
LM P R F1 | P R F1 | P R F1 | P R F1
BERT-Large \ 824 599 694 \ 832 587 689 \ 86.3 72.0 785 \ 838 626 71.6
RoBERTa-Large | 86.8 66.1 75.1 | 852 68.5 760 | 8.8 754 789 | 8.1 693 764
+ EDA* 8.4 679 76.1 | 85 679 768 | 8.0 77,5 811 | 86.8 703 777
+ Oversampling | 87.5 67.7 763 | 8.8 662 751 | 8.1 743 793 | 8.6 688 76.7
+ ChatGPT 884 657 754 | 875 668 758 | 843 752 795 | 869 685 76.6

Table 5: Subtask 2 results on dev: precision, recall and F1 scores for cause, effect and signal span predictions. *Our

system used to produce leaderboard scores.

Relations/Sentence  Cause Effect Signal
1 85.5 80.9 84.7
2 67.7 76.1 84.0
3 52.8 61.8 579

Table 6: Per-class F1 scores by the numbers of causal
relations per sentence on dev for Subtask 2.

of 1.46 words is much smaller than those of causes
(11.74) and effects (10.74). Table 4 also lists the
results for multi-relation instances only, showing
that recall drops for those instances.

Table 5 compares several settings, including var-
ious data augmentation techniques, by label on the
dev set. We evaluate on the dev set because we do
not have access to the gold standard of the test set.

First of all, using RoBERTa over BERT im-
proves the average F1 score by 4.8 points in terms
of F1. Next, all three data augmentation meth-
ods contribute performance improvements over
the RoBERTa baseline with the recall of Effect
being the only exception. Best overall results
are achieved using EDA augmentation. However,
ChatGPT-augmented significantly improves preci-
sion of Cause (1.6 points F1 over baseline) and
also yields the best average precision. Tan et al.
(2022b) also experiment with using two additional
corpora, however, they do not get significant im-
provements, likely due to more different foci of the
datasets. The synthetic data augmentation meth-
ods that we used have the advantage of producing
training data very similar to CNC.

Finally, Table 6 breaks down results on dev split
by single-relation, two-relation and three-relation
instances. While scores for Effect and Signal re-
main high for two-relation instances, performance
is much smaller (yet still strong) for three-relation
instances.
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5 Conclusion and Outlook

In this paper, we have described our modeling ap-
proach to the “Event Causality Identification with
Causal News Corpus” shared task (CASE 2023).
We have proposed a multi-layer sequence tagging
model that aims at identifying causal relations
within news-related sentences. Our approach sig-
nificantly outperforms all participating systems in
Subtask 2. Furthermore, we have shown that syn-
thetic data augmentation methods are beneficial for
this task. Our results indicate that careful modeling,
more advanced data augmentation, and leveraging
larger language models may be fruitful directions
for further improvements.
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Abstract

Mapping ongoing news headlines to event-
related classes in a rich knowledge base can be
an important component in a knowledge-based
event analysis and forecasting solution. In this
paper, we present a methodology for creating a
benchmark dataset of news headlines mapped
to event classes in Wikidata, and resources for
the evaluation of methods that perform the map-
ping. We use the dataset to study two classes
of unsupervised methods for this task: 1) adap-
tations of classic entity linking methods, and 2)
methods that treat the problem as a zero-shot
text classification problem. For the first ap-
proach, we evaluate off-the-shelf entity linking
systems. For the second approach, we explore
a) pre-trained natural language inference (NLI)
models, and b) pre-trained large generative lan-
guage models. We present the results of our
evaluation, lessons learned, and directions for
future work. The dataset and scripts for evalua-
tion are made publicly available.

1 Introduction

Businesses and organizations can benefit from seek-
ing knowledge of new events that may have an im-
pact on their business. To assist in this task, there
are several media monitoring solutions with fea-
tures that can provide alerts and real-time analysis
for ongoing events. The majority of existing so-
lutions are centered around entities and/or topics.
For example, they identify mentions of key compa-
nies or people, group texts by topics, and analyze
contents for sentiment. On the other hand, there is
great value in an event-centric solution that identi-
fies ongoing events and analyzes the characteristics
of the identified events to enable event-based rea-
soning. In particular, such a solution would enable
causal reasoning to determine the causes and con-
sequences of ongoing events and identify potential
risks and opportunities (Hassanzadeh et al., 2022).

To enable a knowledge-driven event-centric
news analysis and monitoring solution, a key re-
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quirement is the ability to accurately map ongoing
news to event-related classes in a knowledge base.
One way to perform this mapping is to treat event-
related classes as a set of categories (or topics) and
classify news headlines into these categories. Prior
work has studied classification methods for news
headlines (e.g., see Awasthy et al. (2021); Rana
et al. (2014) and references therein). The majority
of existing methods rely on supervised learning and
therefore require a training corpus. For a generic
solution that can adapt to changing event classes or
one that can be tuned easily for different domains, it
is not feasible to rely on the availability of training
corpora large enough for accurate classification.

In the absence of training data, the alternative
solution is to apply unsupervised or weakly super-
vised classification methods that rely on little or
no training data. Such methods often rely on rules
and pre-trained generic models. More recently, pre-
trained language models, and in particular large lan-
guage models, have shown superior performance
in such settings. As a result, we have seen a surge
in the number of available models, each using dif-
ferent architectures, parameters, pre-training cor-
pora, and fine-tuning strategies. Choosing the right
model for a given task requires an evaluation frame-
work to measure the accuracy of the models on the
end task.

In this paper, we present an evaluation frame-
work for unsupervised mapping of news headlines
to event classes in a knowledge graph. To the
best of our knowledge, this is the first benchmark
dataset and evaluation framework for this task. In
what follows, we first present the task definition
and use cases we envision for the task. We then de-
scribe our methodology for creating the benchmark
dataset. Next, we present the results of our eval-
uation of a number of methods belonging to two
different kinds of unsupervised techniques. We
discuss key lessons learned and a number of av-
enues for future work. The datasets used in our

Proceedings of the 6th Workshop on Challenges and Applications of Automated Extraction of Socio-political Events from Text,
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Figure 1: Example of News Headlines and Event Classes in Our Benchmark

experiments as well as the evaluation framework
are publicly available (Mbouadeu et al., 2023).

2 Task Definition and Use Cases

Our target task in this paper is as follows: Given
a news headline and a set of event classes from
a knowledge graph, find the most relevant event
class to the news headline. The news headline is a
short text (typically a sentence) that indicates the
content of a news article by providing a concise
summary of the article’s contents. The knowledge
graph contains event-related classes. Each class
comes with one or more labels, a description of
the class, and possibly a class hierarchy and other
attributes. Figure 1 shows examples of news head-
lines, event classes, and their mappings. We refer
to this task as News Headline Event Mapping. Note
that this task is different from the event linking task
defined by Yu et al. (2023) which takes an event
mention (a phrase) and a context as input, and finds
a specific Wikipedia article as output. Nevertheless,
as described in Section 4.1, such methods can be
used for our task.

Figure 2 shows example use cases for news head-
line event mapping in the context of a knowledge-
based news event analysis solution (Hassanzadeh
et al., 2022). In this context, news headlines from
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a variety of sources or a news content aggregation
service (e.g., EventRegistry (Leban et al., 2014))
are monitored in order to identify major news that
could have an impact on a users’ organization, on
a certain region, or more generally on society. This
domain of interest is defined through a knowledge

graph of events that contains a rich source of knowl-
edge about past events and event classes. Such a

source of knowledge can be gathered through au-
tomated knowledge extraction methods (Hassan-
zadeh et al., 2020; Heindorf et al., 2020) or be
derived from domain-specific or general-domain
knowledge sources such as Wikidata (Vrandeci¢
and Krotzsch, 2014). The knowledge graph pro-
vides event classes along with labels and descrip-
tions to be used for news headline event mapping.
The output of headline event mapping is then used
for an analysis of the potential causes and effects
of the identified event. The outcome can be used as
a part of a news monitoring solution to create alerts
for the identified event or its consequences so that it
can assist with managing a potential risk or opportu-
nity. It can also provide the required knowledge for
an analyst looking at the implications of ongoing
news for a business or organization. Finally, it can
be used as an input for scenario planning (Sohrabi
et al., 2019) or event forecasting (Muthiah et al.,
2016; Radinsky et al., 2012).
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Figure 2: News Headline Event Mapping in a Knowledge-Based Event Analysis Solution (Hassanzadeh et al., 2022)

3 Benchmark Dataset

To the best of our knowledge, there is no bench-
mark dataset for the task of news headline event
mapping. There are benchmarks on related tasks
such as entity linking (van Erp et al., 2016) that
include news headlines. However, none of these
benchmarks provide ground truth event class anno-
tations. We have, therefore, curated a new dataset
designed for the news headline event mapping task
using Wikidata and Wikinews. First, we lever-
aged the links to Wikinews articles in Wikidata
to gather a collection of event-related instances.
To focus on event classes, we then filtered out in-
stances that are not subclasses of occurrence
(Q1190554) as well as classes with very short
labels, as some non-event related entities are also
linked to Wikinews. Finally, these articles were
reviewed manually to check whether they related
to news headlines and news events. This yielded
105 Wikinews headlines mapped to Wikidata event
classes. We manually added five headlines from
other sources for a final dataset of 110 mappings
of headlines to Wikidata event classes. The la-
bels of all of the Wikidata classes included in our
benchmark are shown in Figure 3. The examples
of Figure 1 were taken from the dataset.

There are a number of other benchmark datasets
in the literature for related tasks. Closest to our task
is that of zero-shot sentence classification. Yin et al.
(2019) present an excellent review of benchmarks
for this task. Many benchmarks for news headline
classification and for zero-shot sentence classifica-
tion target binary classification (e.g., for emotions
or sentiment or clickbait detection), or a small num-
ber of topics. The closest to our benchmark is the
Yahoo! dataset (Zhang et al., 2015), which con-
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sists of 10 topics. To our knowledge, there is no
benchmark that targets the task of assigning news

headlines to event classes in a knowledge graph or
a large number of well-defined topics.

4 Evaluation

We use our benchmark and evaluation framework
to evaluate the effectiveness of a number of dif-
ferent kinds of methods in news headline event
mapping. We first describe the approaches and
implementation details for each method. We then
present the results of the evaluation and a detailed
discussion on key lessons learned and directions
for future work.

4.1 Methods

We experiment with news headline event mapping
methods ranging from a simple similarity-based
baseline to adaptations of classic entity linking
tools and large generative language models.

4.1.1 Zero-Shot Classifiers

We evaluate two zero-shot text classification meth-
ods. One is a simple baseline based on textual
similarity, while another uses state-of-the-art pre-
trained language models for classification.

Similarity-Based Baseline (Fuzzy) This
method identifies a substring of a headline that is
suggestive of an event occurrence, and finds the
most similar event class label in the knowledge
graph to that substring. The substring is found
through a sliding window of bigrams and trigrams
of word tokens in the input, and matching them
using Levenshtein distance (Chandrasekar et al.,
2017) to our target event class labels. The event
class with the lowest distance is returned as the
most similar class to the headline.
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Figure 3: News Event Classes in Our Benchmark

Zero-Shot Text Classifier using Natrual Lan-
guage Inference (ZSTC) This classifier is a
standard “MNLI” model: a pre-trained language
model fine-tuned on the multi-genre textual entail-
ment corpus for the Natural Language Inference
(NLI) task from the RepEval workshop (Williams
et al., 2018). Instances in the MNLI corpus are
pairs of sentences with a label indicating whether
the first sentence Entails the second sentence, is
Contradicted by it, or is independent of it (“Neu-
tral”). MNLI models can be used for zero-shot
text classification by supplying the text to be clas-
sified as sentencel, and a textual representation of
a target class as sentence2. For our experiments,
the textual representation of a class (sentence?) is
simply the English label of the class in Wikidata.
Sentencel is the headline to be classified. The tar-
get class whose textual representation (label) has
the highest Entailment score is the predicted class
for the text. Our zero-shot text classifier uses the
RoBERTa-large (Liu et al., 2019) language model
fine-tuned on MNLI.

4.1.2 Classic Entity Linkers & Adaptations

We considered a number of state-of-the-art open-
source entity linking (EL) systems to adapt to in-
clude in our experiments. Most entity linking
solutions are trained to work only on named en-
tities (e.g., people, locations, organizations) and
fail when it comes to events. We considered EL
systems that are more easily adaptable for map-
ping to event classes. The systems we consid-
ered include BLINK (Wu et al., 2020), OpenTapi-
oca (Delpeuch, 2019), Falcon (Sakor et al., 2020),
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and Wikifier (Brank et al., 2017). Out of these, our
adaptation of BLINK failed to perform well, and
OpenTapioca required a training corpus. Although
training OpenTapioca using our dataset provided
promising results (another potential use case for
our dataset), we excluded the results in this paper
to focus on fully unsupervised (zero-shot) methods.

Falcon 2.0 (Falcon EM) Falcon 2.0 (Sakor

et al., 2020) leverages NLP techniques to achieve
state-of-the-art entity linking performance on a

number of EL datasets, notably on question-
structured prompts (Sakor et al., 2020). Given a
prompt, it generates a list of entity surface forms,
similar to event mentions. After generating these
surface forms or tokens, it selects candidate entities
for each of them by searching them in an informa-
tion retrieval (IR) index (powered by Elasticsearch)
of a Wikidata data dump. We only included Wiki-
data concepts that were recursively instances or
subclasses of event classes in the dump to tailor it
to our task. In our evaluation, we used Falcon to
match headlines to Wikidata concept labels. If Fal-
con did not generate at least one candidate concept,
we successively stripped tokens from the right of
the headline, approximating more general phrases.
we repeated the process until either a candidate
concept was found or the phrase became empty.
The resulting candidate concepts were then ranked
using SPARQL ASK queries, measuring the taxo-
nomic distance between the candidate concepts and
our chosen news event classes. The class from our
set of target event classes that was the shortest dis-
tance from a Falcon-generated candidate concept
was chosen as the predicted class for the headline.



Wikifier (Wikifier) Wikifier (Brank et al.,
2017) is a service for the task of “wikification”
— taking an input text and annotating phrases in the
text with Wikipedia URLs. Wikifier employs sur-
face forms of hyperlinks in Wikipedia to perform
linking to Wikipedia entities. For example, the
Wikipedia page for earthquakes contains a link to
the tsunami page. This suggests that earthquake is
related to tsunami. For any surface form throughout
Wikipedia that is present in the given text, Wikifier
makes a candidate entity of the underlying entity. A
directed mention-concept graph is created, linking
surface forms to these candidate entities. Wiki-
fier performs a global disambiguation based on the
distance between entities. Distance represents the
number of hyperlink hops required to get from one
page to another. The smaller the distance, the more
related the entities are considered. The relatedness
metrics are used to score the candidate entities.
Wikifier returns these candidate entities as predic-
tions along with their scores. We converted the
Wikipedia hyperlinks to Wikidata concepts with a
simple lookup query. For our evaluation, we picked
the top prediction that was among one of our target
event classes.

4.1.3 Large Generative Language Models

Another way to perform zero-shot classification is
through the use of generative large language mod-
els (LLMs) and prompts. There are a number of
LLMs available with different architectures, pa-
rameter sizes, and resource requirements. For the
results in this paper, we decided to pick just one of
the popular LL.Ms with reasonable resource require-
ments, namely GPT-J 6B (Wang and Komatsuzaki,
2021), so that our experiments are reproducible
without requiring access to commercial APIs or ex-
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pensive GPUs. We include two different prompting
strategies for the results in this paper. Experiments
with a wider variety of LLMs and more extensive
prompt engineering are a subject for future work.

GPT-J Event Mapping (GPT-J EM) Our goal
here is to form a prompt that yields the generation
of the relevant event class by the LLM. One way
to create a prompt is to provide a few examples
(a “few-shot” strategy) of headline + delimiter +
known event class label, followed by the headline
to be classified and the same delimiter, and ask the
model to generate completion text. Having experi-
mented with a number of prompting strategies, we

decided to use a co-training approach (Lang et al.,
2022).

Co-training works similarly to cross-validation,
where each individual headline is mapped with zero
shots using GPT-J and then the best-performing
headlines are used to generate a few-shot prompt.
The output of this method is an event label that we
then mapped to Wikidata.

GPT-J Event Mapping with Types (GPT-J
EMT) We continued our experiments with GPT-
J by including all the event classes in the prompt
along with the pre-training. The set of labels from
our news event classes were listed separately and
prefixed with “types:”. We then added this list to
the beginning of the prompt to signal the categories
to be picked from. We also prefixed each annota-
tion in the pre-training examples with “type:” to
establish that association. Additionally, we imple-
mented a catch-all for non-event classifications. If
a prediction didn’t match an event class label, we
performed textual similarity matching with our tar-
get event labels to find the most similar event class
to return as output.



Table 1: Accuracy Results

Fuzzy | ZSTC | Falcon EM | Wikifier | GPT-J EM | GPT-J EMT
Correct @1 22 23 33 49 65 74
Accuracy 0.2 0.209 0.3 0.445 0.591 0.673

4.2 Results

For our evaluation we ran each system from Sec-
tion 4.1 on the headlines from our news event cor-
pus to generate the systems’ best predicted event
classes. We calculated accuracy of each system as
the percentage of top-ranked predictions matching
the gold event class.

The results are shown in Table 1. In addition to
the benchmark datasets, all of our outputs as well
as our evaluation script are available on our GitHub
repository (Mbouadeu et al., 2023).

The zero-shot classifier methods (Fuzzy and
ZSTC) performed comparably. They both did well
on headlines that have linguistic overlap with a
target class label. Fuzzy works when there is
surface/lexical overlap, whereas ZSTC takes ad-
vantage of semantic overlap. Examples of head-
lines having linguistic overlap with target classes
are: “Major explosions at UK oil depot”, “Mass
shooting takes place in New York City subway sys-
tem”, and “Myanmar military vows to abide by
constitution amid coup fears”. The first two, for
example, have explosion and mass shooting target
event classes, and labels for those classes appear
verbatim in the headlines.

Linguistic overlap can result in frequent false
positives, particularly for very general target
classes. For example, for the headline “More
than 80 people killed in Nice, France attack on
Bastille Day”, both methods associated “killed”
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with the kil1ling event class and “attack™ with
the attack class. Ideally, both classes would be
included among the gold classes and a ranking met-
ric used to give credit to multiple (ranked) system
predictions. For simplicity, and for even compari-
son to systems without ranked/scored output, we
only report accuracy (correct @1).

Among the classic entity linking methods,
Wikifier performed better than Falcon EM.
In general, it was able to map more challenging
headlines having no obvious linguistic overlap with
class labels. For example, it was able to map
the headline “Russia withdraws from Chernobyl
in Ukraine” to the war event class.

The LLM-based methods also showed the abil-
ity to map news headlines to event classes whose
labels do not appear in the headline. Examples
of such headlines are: “Nine firefighters killed in
South Carolina blaze” (event class fire), and
“Attack at Texas elementary school kills at least
19, including 18 children”. (event class school
shooting). The second example is particu-
larly interesting because the LL.M-based methods
preferred the more specific school shooting
event class in spite of the headline’s overlap with
the label of the killing class. The LLM-
based methods (GPT-J EM and GPT-J EMT)
also showed a more consistent ability to map news
headlines to events with labels that are general-
izations of text appearing in headlines, such as
violence and natural disasters.
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4.3 Lessons Learned and Future Work

An Ensemble Approach Although the classifier
and entity linking based methods did not perform as
well as the LLM-based methods, they complement
each other. Combining their coverage of success-
fully mapping headlines in the dataset yields 95%
accuracy. When comparing their coverage of the
dataset, they generally succeed and fail on differ-
ent types of headlines. The classic entity linker
adaptations do well with headlines with single-
worded event mentions that match directly to event
classes. LLM-based mappers do well with multi-
worded event mentions that are not necessarily sub-
strings of the event class labels and those without
any clear event mentions as well. They are still
able to make the association between these more
ambiguous mentions and the event entities, pre-
sumably from their learning from large amounts of
text. This is further supported by the fact that of
the 33% of headlines that the LLM-based mappers
failed to correctly map, 87% have a clear event
mention that closely matches the labels of their
event classes. Nevertheless, there is still a notice-
able amount of overlap between the two types of
methods, as shown in Figure 4. However, these
results do suggest that an ensemble approach that
combines techniques used in classic entity linking
and leverages large language models, intentionally
deciding how and when to apply them, would im-
prove performance on this task.
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A Larger Dataset Despite the relatively small
size of the current version of our dataset, we be-
lieve our results are informative, and highlight the
strengths and weaknesses of different classes of
methods. We also believe the small size of the data

reflects well the real-world use case of building a
generic and adaptable event monitoring solution,

where gathering ground truth data for supervised
solutions could be prohibitively expensive. Still,
the methodology we outlined in Section 3 can be
extended to gather a larger and more diverse col-
lection of news headlines mapped to event classes.
At the time of writing this manuscript, we are ap-
plying a similar strategy to news headlines that are
referenced from within Wikipedia-related event ar-
ticles to curate a second, much larger version of
our dataset.

More Experiments on LLMs With the ever-
growing number of publicly-available LL.Ms as
well as commercial APIs enabling access to such
models and allowing a more extensive prompt engi-
neering effort, our dataset and its larger extensions
can be used for a study on various LLM-based news
headline event mapping methods.

5 Conclusion

In this paper, we defined the task of news headline
event mapping and outlined a few use cases for the
task in event monitoring, analysis, and forecasting
solutions. We presented an approach for creating
a benchmark dataset, and used it to create the first
benchmark dataset for the evaluation of news head-
line event mapping methods. We used the bench-
mark to evaluate different classes of mapping meth-
ods, including a) zero-short classification based
methods, b) adaptations of classic entity linking
methods, and ¢) methods based on large generative
language models. Our results provide interesting
insights on the strengths and weaknesses of each
of the methods. We outlined several avenues for fu-
ture work, including our plan to extend the dataset,
work on an ensemble method, and further experi-
ments on LLM-based methods. Our dataset, as well
as our evaluation script and outputs of the models,
are publicly available on our GitHub repository.
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Abstract

Hate speech detection during times of war has
become crucial in recent years, as evident with
the recent Russo-Ukrainian war. In this paper,
we present our submissions for both subtasks
from the Multimodal Hate Speech Event Detec-
tion contest at CASE 2023, RANLP 2023. We
used pre-trained BERT models in both submis-
sion, achieving a F1 score of 0.809 in subtask
A, and F1 score of 0.567 in subtask B. In the
first subtask, our result was not far from the
first place, which led us to realize the lower
impact of images in real-life memes about feel-
ings, when compared with the impact of text.
However, we observed a higher importance of
images when targeting hateful feelings towards
a specific entity. The source code to reproduce
our results can be found at the github repository
https://github.com/JesusASmx/

Ometeotl AtCASE2023

1 Introduction

In recent decades, online platforms have gained in-
creasing relevance in the worldwide sociopolitical
scenario, to the extent that they have become sig-
nificant representations of the so-called soft power
(Mavrodieva et al., 2019). This growing impor-
tance has also led to an alarming spread of offen-
sive, discriminatory, and harmful content, particu-
larly during periods of significant political changes
such as elections (Ezeibe, 2021) or wars (Aslan,
2017; Thapa et al., 2022).

Detecting hate speech, both in text and images,
is crucial in order to mitigate its negative impact
on digital platforms and safeguarding individuals
from its harmful effects (Parihar et al., 2021). As
an example of this need, in 2022, social networks
witnessed a surge in activity following the outbreak
of the Russo-Ukrainian war; numerous content, full
of hate speech from both sides, went viral, and the
need for a specific focus to that particular conflict
became evident.

gelbukh,
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For this reason, the Multimodal Hate Speech
Event Detection contest was proposed during the
CASE 2023 workshop (Thapa et al., 2023) to tackle
this problem with a dataset of manually annotated
text-image memes (Bhandari et al., 2023). This
shared task was divided into two subtasks A and
B. In subtask A, participants were required to de-
termine whether a meme related to the Russo-
Ukrainian war constituted hate speech or not. In
subtask B, participants were tasked with identifying
the target of a hate speech meme, classifying it as
directed against an individual (such as Volodymyr
Zelensky or Vladimir Putin), an organization (such
as the Ukrainian army), or a community (such as
the Russian speakers in the Donbass region).

In this paper, we present out participation in
both subtasks, under the name of Team Ome-
teotl. Our proposal consists on a fine-tunning
of the pre-trained BERT model (Devlin et al.,
2018), trained solely on the text extracted from
the memes, without incorporating any image fea-
ture. Surprisingly, those experiments outperformed
models that considered image features, such as
ResNet152, and even multimodal ensemble learn-
ing approaches, such as ResNet152+BERT. These
approaches achieved the sixth position in Subtask
A, with an F'1 score of 0.809, and the seventh po-
sition in Subtask B, with an F'1 score of 0.567.

The structure of the paper is as follows: in Sec-
tion 2, we describe the updated research on au-
tomatic hate speech detection. In Section 3, we
describe the database. In Section 4, we detail the
methodology used. In Section 5, we show the re-
sults of our experiments. In Section 5, we discuss
the results. Finally, in Section 6 we present the
conclusions.

Proceedings of the 6th Workshop on Challenges and Applications of Automated Extraction of Socio-political Events from Text,
pages 53-59, Varna, Bulgaria, Sep 7, 2023.
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2 Related Work

Hate speech detection in social media are one of
the most prominent classification tasks in recent
years (Schmidt and Wiegand, 2017). One of the
earliest known approaches is the General Inquirer
(Stone and Hunt, 1963), an IBM system developed
in 1961 that enabled content analysis for behavioral
sciences. It focused on pattern detection in text to
categorize words based on their semantics, partic-
ularly positive or negative sentiments. In 1997, a
more targeted approach was proposed with the sys-
tem Smokey (Spertus, 1997), designed to detect
abusive messages. Smokey utilized a rule-based
approach to identify offensive language and con-
texts.

From there, several new approaches were pro-
posed to address the task and its variations. In
(Warner and Hirschberg, 2012), the authors pro-
posed a lexicon-based approach for hate speech
detection, starting from the hypothesis that the task
can be related with word sense disambiguation.
However, such approach was vulnerable in front
of incomplete datasets, as they discovered when
every method learnt jew as a inherent word for
antisemitism speech. In order to deal to this sort
of datasets, several methods and further method-
ologies has been developed: one of the most re-
cent machine learning techniques who had brought
promising results are the transformers (Vaswani
etal., 2017), including BERT models (Devlin et al.,
2018). In a nutshell, BERT models are is a fam-
ily of language models composed of Transformer
encoder layers. Such architectures has been suc-
cessfully used in transphobic-homophobic speech
detection, as can be seen in the LT-EDI-ACL2022
homophobia/transphobia speech detection contest
in English, Tamil and Tamil-English (Chakravarthi
et al., 2022). Team Sammaan (Upadhyay et al.,
2022) employed ensemble transformers and ob-
tained the second place in English; team Nozza
(Nozza, 2022) obtained the third position in En-
glish and used ensemble learning over fine-tunned
models of BERT (Devlin et al., 2018), RoBERTa
(Liu et al., 2019), and HateBERT (Caselli et al.,
2021).

Another hate speech detection contest in which
transformers were used was in the IberLEF2023
shared task of HOMO-MEX: Hate Speech De-
tection towards the Mexican Spanish-Speaking
LGBT+ (Bel-Enguix et al., 2023). Contrary to the
previous contest, in which only the first places used

54

transformers (the last place used TF-IDF with tra-
ditional classifiers such as Support Vector Machine
(Swaminathan et al., 2022)), here team LIDOMA,
the last place of the competition, employed a BERT
model (Shahiki-Tash et al., 2023). However, in
their paper, the authors explained how the lack of
a preprocessing highly affected the efficiency of
the attention mechanisms. To dive further, in this
work we find a counterexample to their hypothesis
in the shared task A, where preprocessing actually
brought worse results.

All the related works discussed so far have fo-
cused solely on text-based hate speech detection.
This is because text has historically been the most
prevalent format for hate speech across the inter-
net, especially during the early days of the world-
wide web. However, it is crucial to recognize
that there exists a wealth of historical data on
hate speech in images, such as visual propaganda
(Margolin, 1979), extensive datasets from the Sec-
ond World War (Kallis, 2005; Basilio, 2014) and
the Cold War (Snyder, 1995). Nevertheless, it is
worth noting that these works were handcrafted by
artists, hence impossible to get mass-produced dur-
ing the early stages of the worldwide web, unlike
the solely text-based propaganda. This landscape
has since changed with the advent of text-image
memes, which are pre-designed images that can
have accompanying text, making possible the mass-
production of visual propaganda and hence attract-
ing the attention of researchers all across the world.
For instance, Meta Al initiated the paid contest
titled "Hateful Memes Challenge and Dataset for
Research on Harmful Multimodal Contest" (Kiela
et al., 2020), in which they provided a dataset of
memes and the task to detect hate speech on them.
One of the most interesting aspects of the challenge
was that the dataset considered the significant phe-
nomena of text-image interaction through phrase-
sense disambiguation. For instance, a meme featur-
ing the text I love the way you smell today could
be classified as hate speech if accompanied by an
image of a skunk (Mephitidae), but as non-hate
speech if accompanied by a picture of a rose.

Another relatable example of multimodal hate
speech text-image detection is (Perifanos and Gout-
sos, 2021). In this work, the authors combined
natural language processing techniques with com-
puter vision models to analyze both text and im-
ages in greek social media. For text processing
they fine-tuned a pre-trained BERT model (Devlin



etal., 2018). For image processing, the authors fine-
tuned a pre-trained ResNet118 (He et al., 2015) in
the ImageNet dataset (Deng et al., 2009). Their
best result was an F1 score of 0.947.

In (Yang et al., 2022), the authors proposed a
multimodal hate speech detection approach that
uses cross-domain knowledge transfer to improve
hate speech detection accuracy. To address the se-
mantic inconsistency between hate speech and sar-
casm, the authors combined the contrastive atten-
tion mechanism with representational dissociation
to design a semantic adaptive module. In addition,
they applied curricular learning to accelerate the
training process. Experimental results showed that
the proposed approach outperformed existing mul-
timodal hate speech detection methods in terms of
accuracy and F1-score on two public datasets: the
Facebook Hateful Memes dataset from the Meta
ATD’s contest, mentioned before, and the Twitter
sarcasm detection dataset (Cai et al., 2019).

3 Dataset

The dataset for both subtasks consists in 6,913
text-image memes concerning the Ukraine-Russia
conflict. These samples were collected from so-
cial media platforms such as Twitter, Reddit and
Facebook with keywords for specialized searches.
The labeling was done manually, and they used
Cohen’s Kappa statistical measure (Matthijs, 2015)
to assess the agreement between two or more anno-
tators which ranges from —1 to 1, where the value
1 indicates perfect agreement, O indicates casual
agreement and —1 total disagreement (Bhandari
et al., 2023).

3.1 Sub-task A

The main goal is to identify whether or not a text-
image meme contains hate speech or not. The
training set for this sub-task contains 3, 600 images
in jpg format, where 1,942 are hate speech and
1, 658 are no hate speech. There is also a evaluation
set with samples, where 243 are hate speech and
200 are no hate speech. Finally, the test set consists
in 443 images. Table 1 shows the statistics for this
subtask.

3.1.1 Sub-task B

In this task, the goal is to identify to whom the
hate speech of a given meme is directed. Possible
targets to be identified are community, individual
and organization. For this task, the training dataset
consists of 1,942 images in jpg format, where 335
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Label Amount Data

Hate Speech 1,942 Training
No Hate Speech 1,658  Training
Hate speech 243 Evaluation
No Hate speech 200 Evaluation
- 443 Test

Table 1: Subtask A Dataset Statistics.

are hate speech against a community, 823 are di-
rected towards an individual and 728 are aimed to
an organization. There is also an evaluation set
with 244, where 102 are community, 40 are indi-
vidual and 101 are organization. Finally, the test
set has 242 images. Table 2 shows the statistics for
this subtask.

Label Amount Data
Community 335 Training
Individual 823 Training
Organization 784 Training
Community 102 Evaluation
Individual 40 Evaluation
Organization 101 Evaluation
- 242 Test

Table 2: Subtask B Dataset Statistics.

In addition to the text-image memes, the orga-
nizers also provided the texts, extracted with the
Google vision API'. Table 3 shows examples of
these extracted texts.

Label Example

Hate Death of Russian

No Hate Putin recognises Ukraine
rebel region

Community  Russian troop pronuons
are were was

Individual Zelenskyys massiv balls
Putins balls

Organization Love is sitting together

and watching Russian
tanks burn

Table 3: Example of texts extracted from the memes.

4 Methodology

The first step was to encode each labeling into a
numerical value. In the case of subtask A, 0 was

"https://cloud.google.com/vision/



used to represent no hate speech and 1 to indicate
hate speech. In subtask B, we utilized O for hateful
messages towards a community, 1 for individual,
and 2 for organization. All these labelings were
chosen following the indications of the organizers.

The next step involved an optional preprocessing
outside the BERT processing of the text. It con-
sisted of a function that removed special characters,
converted to lowercase, and removed the stopwords
using the spacy python library?. The main idea be-
hind this function was to enhance the efficiency of
the attention mechanisms as mentioned in (Shahiki-
Tash et al., 2023). However, as anticipated in Sec-
tion 2, it only worked for subtask B.

Regarding the model specifications, we utilized
the BertForSequenceClassification model with the
bert-base-uncased architecture, which was pre-
trained on the English corpus. The employed pa-
rameters for the preparation of the data were:

* add_special_tokens = True,

* max_length = 256,

* padding = max_length,

e return_attention_mask = True,
* Truncation = True,

* return_tensors = pt.

The input tokens and attention masks were concate-
nated into separate tensors using the forch.cat and
torch.tensor libraries.

The parameter for training the bert-base-
uncased model were:

e number of labels = 2 (for Sub-task B number
of labels = 3),

optimizer = AdamW, with a learning rate of
2e-5,

batch size = 16,

with training inputs, training masks and train-
ing labels is created a TensorDataset,

epochs = 4.

The system infraestructure consisted in a CPU
with a AMD Rysen 2 5600x processor with six
kernels, along with 46gb of RAM. With this system,
the run for the subtask A spent around ten hours
while the run for the subtask B spent around eight.

Zhttps://spacy.io/
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5 Results and Discussion

In subtask A, we did not utilized preprocessing and
achieved an F1 score of 0.809. The first-place score
was 0.856, which is only 0.047 points higher than
ours. This difference is relatively low, especially
when considering that we did not employ image
features in our predictions. See Table 4 to check
the full leaderboard of subtask A, with F1 score
and Accuracy.

Team F1 Accuracy
arc-nlp 0.856 0.858
bayesiano98 0.853 0.853
karanpreet_singh 0.846 0.846
DeepBlueAl 0.834 0.835
csecudgs 0.825 0.826
Ometeotl 0.810 0.810
Avanthika 0.788 0.790
Sarikall 0.782 0.759
rabindra.nath 0.780 0.783
md_kashif_20 0.729 0.736
Sathvika.V.S 0.429 0.578
lueluelue 0.522 0.526
pakapro 0.494 0.497

Table 4: Sub-task A Results. Numbers were rounded
up from 6, starting on the fourth digit. (Team Ometeotl
achieved a F'1 score of 0.8099)

In subtask B, we employed preprocessing and
achieved an F1 score of 0.567. This time, the differ-
ence with the first-place score was more substantial
(of 0.195 points), leading us to hypothesize that vi-
sual features may have a stronger correlation when
determining the target of a hateful meme. The
leaderboard of this subtask can be found in Table
5.

5.1 Image features in subtask A

To incorporate visual features and improve the re-
sults, we experimented with ResNet152 on the im-
age data alone. Initially, without data augmentation,
the best F1 score achieved in subtask A was 0.55,
but the model exhibited significant overfitting. To
address this issue, we augmented the data ten times
by performing rotations, expansion, and narrowing,
which resulted in an enhanced F1 score of 0.71.
However, this performance was still far below that
of BERT. We attempted Voting Ensemble, but it
only led to a marginal improvement, reaching an
F1 score of 0.76, so we discarded it for the last
submission.



Team F1  Accuracy
arc-nlp 0.763 0.793
bayesiano98 0.741 0.773
karanpreet singh  0.697 0.723
Sarika22 0.680 0.715
csecudgs 0.653 0.690
DeepBlueAl 0.652 0.698
Ometeotl 0.568 0.640
Avanthika 0.526 0.640
Sathvika.V.S 0.433 0.529
pakapro 0.334 0.351

Table 5: Sub-task B Results. Numbers were rounded
up from 6, starting on the fourth digit.

We hypothesize that the reason for the low cor-
relation between visual features and hate speech
in subtask A is that images in memes are primar-
ily used as conceptual support for the message
rather than pragmatic support. For instance, con-
sider Figure 1. In this figure, sample 11, 381 is
labeled as hate speech due to its text, but its visual
features consist entirely of the well-known The-
What meme?, which solely portrays a woman with
a funny smile, and no further information about
whether the messages is hateful or not. On the
other hand, sample 10,465 consists in a frame
from the movie Star Wars I: The Phantom Men-
ace*, in which an old man (Governor Sio Bibble)
is sitting in a wide chamber while speaking, once
again, withouth further visual information about
the emotion of the message.

6 Conclusions

In this paper, we presented our approach to address
both subtasks from the Multimodal Hate Speech
Event Detection at CASE 2023, which consists in
A) Detect hate speech in text-image memes spread
during the Russo-Ukranian war, and B) given a
hateful meme about that conflict, determine if the
target is a community, an individual or an organi-
zation. We utilized text-based transformers, specif-
ically fine-tunned pre-trained BERT models, and
achieved high results in subtask A using only text
features.

Our methodology involved the numerical encod-
ing of the labels, and a preprocessing step for sub-
task B consisting in lowercase conversion and the

3https://knowyourmeme.com/memes/the-what-rug-
doctor-woman-ad

*https://knowyourmeme.com/photos/1810076-prequel-
memes
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When you're gaming with someone in
Ukraine and their connection drops out:

/A communications disruption‘can
-~ mean only one thing. Invasion.

Russians when they hear the American
soldiers scream,
"Release the Florida men!":

Figure 1: On top, sample 10,465 labelled as no hate
speech. On bottom, sample 11,381 labelled as hate
speech.

removal of stopwords and special characters. Af-
terward, we conducted a four-epoch training of
the fine-tunned pre-trained BERT model bert-base-
uncased.

We discovered that visual features played a more
significant role in determining the target of hate
speech rather than determining whether the meme
itself was hateful or not, at least in this particular
database. As a result, further research and analysis
are needed to explore this phenomenon compre-
hensively. Exploring other datasets could provide
valuable insights into the dynamics between visual
features and hate speech, offering a more compre-
hensive understanding of the varying impact these
elements have across different contexts and social
settings. Such investigations can shed light on the
broader implications of visual cues and how they
interact with textual content in influencing the per-
ception and spread of hateful memes.
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Abstract

Causal events play a crucial role in explain-
ing the intricate relationships between the
causes and effects of events. However, com-
prehending causal events within discourse,
text, or speech poses significant semantic chal-
lenges. We propose a contrastive learning-
based method in this submission to the Causal
News Corpus - Event Causality Shared Task
2023, with a specific focus on Subtask 1 cen-
tered on causal event classification. In our
approach we pre-train our base model us-
ing Supervised Contrastive (SuperCon) learn-
ing. Subsequently, we fine-tune the pre-trained
model for the specific task of causal event clas-
sification. Our experimentation demonstrates
the effectiveness of our method, achieving a
competitive performance, and securing the 2nd
position on the leaderboard with an F1-Score
of 84.36.

1 Introduction

Understanding the intricate relationships between
cause and effect within events is a fundamen-
tal aspect of language comprehension. Causal
events, which provide insights into these connec-
tions, present semantic challenges when it comes
to their classification and analysis in discourse, text,
or speech.

We tackle the specific problem of causal event
classification in Subtask 1 of the Causal News Cor-
pus -Event Causality Shared Task 2023 (Tan et al.,
2023) in our submission. This task involves accu-
rately identifying and categorizing causal events,
which plays a vital role in unraveling the under-
lying mechanisms behind real-world phenomena.
Successful classification enables a wide range of
applications, such as information extraction, sum-
marization, and knowledge graph construction. To
address this challenge, we propose an innovative
approach that leverages SuperCon learning and
source-aware sampling.

Contrastive learning has shown promising re-
sults in computer vision to learn a better and robust
visual representations (Chen et al., 2020) and var-
ious natural language processing task like knowl-
edge graph embeddings (Luo et al., 2021), text clas-
sification (Chen et al., 2022), entity linking (Yuan
et al., 2022) and entity resolution (Brinkmann et al.,
2023) etc. It allows the models to learn by contrast-
ing positive and negative pairs, capturing informa-
tive representations.

The use of contrastive learning in text classifi-
cation has been investigated in various contexts.
For instance, the study by (Zuo et al., 2021) em-
ployed self-supervised learning techniques to ad-
dress event causality identification in scenarios
with limited annotated datasets. Similarly, (Chen
et al., 2022) took an approach to incorporate con-
trastive learning with synthesized counterfactuals
for data augmentation, demonstrating notable im-
provements in aspects such as counterfactual ro-
bustness, cross-domain generalization.

In this paper we apply the idea of SuperCon
learning introduced by (Khosla et al., 2020) to the
causal event classification task. Further, we loosely
connect to the idea of source-aware sampling strat-
egy introduced by (Peeters and Bizer, 2022) and
modify it to suite the classification SubTask for
pre-training the base encoder architecture.

Our methodology involves pre-training a trans-
former based encoder model using SuperCon Loss
with naive source-aware sampling, followed by
fine-tuning the pre-trained model on the causal
event classification task. Through extensive ex-
perimentation and evaluation on the Causal News
Corpus dataset, we demonstrate the effectiveness
of our approach.

This paper’s contributions can be summarized
as follows: (1) Introducing contrastive learning
as a method for causal event classification. (2)
Achieving competitive performance in the Causal
News Corpus - Event Causality Shared Task 2023,
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with the F1 Score of 84.36.! on the encoder’s output embeddings
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Z== z; Z; 2)
1=

and normalize them using the L2-norm

2 Methodology

In this section, we present the methodology em-
ployed to address the causal event classification
task. Our approach utilizes contrastive learning
and consists of two main phases (Figure 1): (1) z

Pre-training the baseline transformer architecture S H 3
with SuperCon, and (2) Fine-tuning the pre-trained
model on the downstream classification task. For
the encoder architecture, we adopt the RoOBERTa
base model® which has been shown to achieve
strong results across different benchmark tasks (Liu

— a strategy effectively employed by (Brinkmann
et al., 2023) for entity resolution tasks. To train the
parameter of the encoder ROBERTa architecture
we apply SupCon Loss to to cluster or position

etal., 2019). records with the same label more densely within
the embedding space.
2.1 Contrastive Pre-training The SuperCon Loss employs the principle of

During the pre-training phase, we employ a batch contrastive learning, leveraging the label informa-
creation process similar to the work of (Khosla tion of the input text records. It maximizes the
et al., 2020) and augment it with the‘ naive source- ~ agreements between causal text records belonging
aware sampling strategy introduced by (Peeters (O the same class while minimizing agreements for
and Bizer, 2022). To train the encoder model, we causal text records from different classes. The for-
create two copies of the input dataset. From the mulation of the SuperCon loss is given as follows:
first dataset, we randomly select N records of input ~ Given a batch of 2V embedded records, z,

text z and subsequently sample another set of N 1
records of input text 2’ from the second dataset, L= Z L; = Z

where we record in the batch (of size 2/V) has at iel iel |7
least one corresponding record with the same label exp(z; - 2p/T)

pel . E log (@)
(even if it is a duplicate record only) Zae A exp(z - 24/T)

The RoBERTa encoder maps each input causal peP(i)

text record x to an embedding z as where i belongs to [ = 1,..., N and represents
the index of the anchor embedding z;. The set of
positive indices distinct from the anchor index ¢ is
denoted by P; = p; € A(3) : yp = yi, and | P is
its cardinality. Here, v, and y; indicate the labels of
the corresponding records. The scalar temperature

z = RoBERTa(z). (1)

To enhance the robustness and generalization of
the record embeddings, we perform mean pooling

Olur CO(:C is available at https://github.com/rajathpatel23/ parameter 7 is used to scale the similarity measure.
causal-events.

*We use roberta-base model from Hugging Face model In the loss calculation for a given batch, each
hub - https://huggingface.co/roberta-base record embedding z; acts as an anchor embedding,
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attempting to bring all record embeddings of the
same class closer together in the embedding space
while pushing away the record embeddings from
different classes.

2.2 Fine-Tuning For Classification Task

In this phase, we leverage the pre-trained model
from the first phase and adapt it specifically to
the task of causal event classification.Fine-tuning
is employed to optimize the model’s parameters
for this specific task, effectively utilizing its prior
knowledge to enhance its ability to discern and
categorize causal relationships within textual data.

To accommodate the classification task, we in-
troduce a Classification Head atop the RoOBERTa
encoder

z = RoBERTa(x)
2 =Wy - 2+ be

C

6))
(6)

where W, and b}, are feed-forward layer specific
weights and x is the input causal text. This is a
simple single-layer feed-forward architecture. The
primary purpose of this additional layer is to pro-
cess the extracted embeddings and make predic-
tions for the causal event classification. We employ
the sigmoid activation function on the feed-forward
output to derive the final probability
Zout = 0(2). @)
For training the model’s parameters, we use bi-
nary cross-entropy loss, defined as follows:

1 N
J(Q) N Z Yi IOg(zout>)+
=0

(1 - yz) : lOg(l - Zout) (8)
where 6 represents the parameters optimized during
the fine-tuning phase, and y; denotes the original
labels for the causal input text records. The bi-
nary cross-entropy loss minimizes the difference
between predicted and actual class assignments by
comparing probabilities and true labels.

During fine-tuning, the encoder layer parameters
are not frozen and fine-tuned end-to-end along with
Classification Head parameters. This allows the
model to specialize its learned representations for
the causal event classification task without losing
the valuable knowledge gained from pre-training.
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Dataset Causal Non-Causal Total
train 1624 1421 3075
dev 185 155 340
test 173 179 352

Table 1: Dataset distribution of Causal New Corpus

3 Experimentation Settings

3.1 Dataset

We utilize the Causal News Corpus, which is de-
rived from the work of (Tan et al., 2022) for our
experiments. This corpus is specifically prepared
for the Shared Task on CASE 2023 Workshop on
Event Causality Identification (Tan et al., 2023),
focusing on Subtask 1 for causal event classifica-
tion. This version contains more data than previ-
ous version of the dataset (Tan et al., 2022) while
some previous annotations have been revised. The
dataset comprises 869 news documents and 3767
English sentences that have been annotated with
causal information. The corpus is partitioned into
three sets: train, dev, and test splits to facilitate fair
evaluation. A detailed distribution of the dataset
can be found in Table 1.

3.2 Model Training

In the pre-training phase, we train the encoder ar-
chitecture using the SuperCon Loss, with a batch
size of 128. To guide the training process, we set
the learning rate to 5e-5 and use a scalar tempera-
ture parameter, denoted as 7, which is set to 0.07.
The pre-training runs for five epochs and involves
both the frain and dev splits from the causal news
corpus dataset. To efficiently handle the data, we
limit the maximum number of tokens for the en-
coder tokenizer to 256.

During the fine-tuning phase, we extend the
pre-trained encoder architecture by adding a feed-
forward network on top, known as the Classifica-
tion Head. This additional network allows us to
perform the specific task of causal event classifi-
cation. We employ the binary cross-entropy loss
(Eq. (8)) for training the model. Throughout fine-
tuning, we solely use the train dataset and use the
dev dataset to evaluate the model’s performance.
Finally, we submit the trained model’s predictions
on the test dataset to Codalab for evaluation on
the hold-out test set. The parameters used for fine-
tuning include - batch size of 16, the learning rate
of 2e-5, and the number of training epochs set to 3,
with an early stopping criterion.



User Recall Precision  Fl-score Accuracy MCC
DeepBlueAl 0.8613 (5) 0.8324(2) 0.8466 (1)  0.8466 (1) 0.6937 (1)
rpatel12 0.8728 (4) 0.8162(3) 0.8436(2) 0.8409 (2) 0.6837 (2)
timos 0.8786 (3) 0.8000 (4) 0.8375(3) 0.8324 (3) 0.6683 (3)
csecudsg 0.8555(6) 0.8000(4) 0.8268 (4) 0.8239 (4) 0.6495 (4)
elhammohammadi  0.8960 (1) 0.7635 (6) 0.8245(5)  0.8125(5) 0.6352 (5)
tanfiona 0.8902 (2) 0.7586(7) 0.8191(6) 0.8068 (6) 0.6237 (7)
sgopala4 0.8613 (5) 0.7801(5) 0.8187(7)  0.8125(5) 0.6288 (6)
nitanshjain 0.8728 (4) 0.6537(8) 0.7475(8)  0.7102 (8) 0.4483 (9)
kunwarv4 0.5260 (7) 0.8585(1) 0.6523(9) 0.7244 (7) 0.4819 (8)
pakapro 0.4740 (8) 0.4409 (9) 0.4568 (10) 0.4460 (9) -0.1072 (10)

Table 2: The performance of the our model compared to all the other submission made to Codalab to CASE 2023
Shared Task 3 - Subtask 1 (Tan et al., 2023) on causal event classification

We manually select the hyper-parameters for the
model during training. This approach ensures that
the model’s configuration aligns with the specific
task requirements and contributes to its overall per-
formance.

3.3 Evaluation Metrics

We employ various metrics, including Precision,
Recall, F1-scores, Accuracy, and Matthew’s corre-
lation coefficient (MCC) to assess the performance
of our binary classification model. Among these
metrics, our model is optimized for the F1-score,
which provides a balanced evaluation of both pre-
cision and recall.

4 Results and Analysis

This section presents the outcomes of our model
architecture in the context of the causal event clas-
sification task. We conducted the model training
on an A10 GPU with 24GB RAM, utilizing the
available computational resources effectively.

4.1 Performance on Classification Task

Our contrastive learning based architecture is tai-
lored for binary classification, determining if a
given input text record = exhibits a semantic causal
relationship. We compare its performance against
other submissions in the event causality shared task
1 (Tan et al., 2023), summarized in Table 2. The
results reveal our model’s highly competitive per-
formance in the classification task. It secures the
2nd position in three key metrics - F1-Score, Ac-
curacy, and MCC. Additionally, it ranks 3rd in
Precision and 4th in Recall among all submissions.
Compared to the baseline model presented by (Tan
et al., 2023), a fine-tuned BERT model with hyper-
parameter tuning, our model shows significant im-
provements. Specifically, it achieves a remarkable
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Figure 2: TSNE visualization of the representations
from the pre-training phase

6-point increase in precision, a 3-point boost in
F1-Score, and a substantial 6-point improvement in
MCC score. These results provide strong evidence
supporting the effectiveness of applying SuperCon
learning to this specific classification problem.

4.2 Analyzing Pre-trained Feature Spaces via
t-SNE

To deepen our understanding of the impact of con-
trastive pre-training, we examine the feature repre-
sentation generated from the dev dataset. The repre-
sentation are visualized using the t-SNE technique
(van der Maaten and Hinton, 2008). As depicted
in Figure 2, the t-SNE plot reveals two clusters
among the text records in the dataset. This cluster-
ing underscores the efficacy of our SuperCon-based
pre-training approach. The visualization validates
that the pre-training phase successfully imbues the
model with meaningful representations, which, in
turn, bolsters the model’s performance in the causal
event classification task. Interestingly, we observe



Model Recall Precision F1-Score Accuracy MCC

BERT Baseline Model (Tan et al., 2023) 0.887  0.841 0.863 0.8471 0.6913
RoBERTa Non-Pre-trained Model 0.9180 0.8212 0.8181 0.8470 0.6941
Pre-trained OnlyModel 0.8756 0.7677 0.8673 0.7882 0.5755
Proposed SuperCon Model 0.8617 0.8556 0.8972 0.8617 0.7210

Table 3: Comparative study on the effectiveness of contrastive pretraining

some data point overlaps within the clusters, sug-
gesting that these could be further refined through
downstream tasks.

4.3 Effectiveness of Contrastive Pre-training

To comprehensively investigate the role of con-
trastive pre-training, we designed and executed ex-
periments involving various model architectures.
Specifically, we tested four different configura-
tions:

BERT Baseline Model: This version uses the
BERT architecture trained by (Tan et al., 2023) and
serves as our foundational comparison point for the
causal event classification task.

RoBERTa Non-Pre-trained Model: In this
setup, we circumvent the pre-training phase alto-
gether and train a RoOBERTa encoder model with a
classification head for the same combined number
of epochs as our proposed model.

Pre-trained Only Model: In this scenario, the
RoBERTa encoder model undergoes initial pre-
training. During the fine-tuning stage, the feature-
extracting layers are frozen, leaving only the clas-
sification head to be updated.

Proposed SuperCon Model: Our proposed ar-
chitecture leverages the benefits of SuperCon Loss
during the RoBERTa encoder model’s pre-training
phase, followed by a fine-tuning stage on the causal
event classification task.

For a balanced comparative analysis, all model
training was confined to the available frain set,
while evaluations were conducted on the dev
dataset. The outcomes are summarized in Table 3.

The data reveal that our Proposed SuperCon
Model excels in four metrics: Precision, F1-Score,
Accuracy, and MCC, outperforming the other con-
figurations. We also see a drop in performance
metrics on the Pre-trained Only Model configu-
ration, underscoring the necessity of fine-tuning
subsequent to pre-training for achieving optimal re-
sults. Further the ROBERTa Non-Pretrained Model
shows high recall but with lower F1-Score, Preci-
sion scores over our proposed model architecture.
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5 Conclusion and Future Work

In this study, we have delved into the application
of SuperCon learning for the task of causal event
classification. By harnessing the power of Super-
Con, our model achieved competitive performance,
securing the 2nd position in key evaluation met-
rics such as F1-Score, Accuracy, and Matthew’s
correlation coefficient (MCC). These competitive
results provide strong evidence for the efficacy of
our approach in comprehending intricate causal re-
lationships within textual data. Additionally, our
comparative analysis highlights the model’s learn-
ing strength and the benefits of this learning ap-
proach.

In the future we could explore the use of a
large dataset from a distinct domain during the
pre-training phase. This would enable us to gauge
the inductive capacity of our learning paradigm
on the causal news corpus domain dataset. Such
investigations hold the potential for promising im-
plications in the realms of low-resource, few-shot,
and domain-specific causality event understanding.
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Abstract

Hate speech has become a noteworthy concern
in the digital age owing to its ability to brew
violence, spread discrimination, and foster a
belligerent atmosphere. Identifying and distin-
guishing hate speech from harmless discourse
on online platforms is essential to maintain a
safe and inclusive digital environment.

In this research paper, we propose a multimodal
approach to hate speech detection, directed to-
wards the identification of hate speech and its
related targets. Our method uses logistic regres-
sion and support vector machines (SVMs) to
analyse textual content extracted from social
media platforms. We exploit natural language
processing techniques to preprocess and extract
relevant features from textual content, captur-
ing linguistic patterns, sentiment, and contex-
tual information.

These features are fed into logistic regression
and SVM classifiers and trained on the labelled
dataset. In addition, we performed a compara-
tive analysis to evaluate the effectiveness of the
multimodal approach compared to the use of
existing methods. The proposed method holds
promise for automated hate speech detection
systems, facilitating censorship, and proactive
intervention to mitigate the harmful effects of
hate speech on online platforms.

1 Introduction

Hate speech is a form of communication that ex-
presses prejudice, hatred, or discrimination against
a specific individual or group based on attributes
such as race, ethnicity, religion, nationality, gender,
sexual orientation, disability, or other characteris-
tics. It is distinguished by its goal to denigrate,
belittle, or encourage violence or harm against per-
sons or groups based on perceived differences or
qualities.

In this ever-expanding digital landscape, the
emergence and proliferation of hate speech repre-
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sent an alarming concern. This not only promotes
prejudice and division, but it also endangers soci-
etal cohesion and individual well-being. As a result,
it is now more important than ever to build effective
methods for its identification and mitigation.

In this paper, we delve into the crucial area of
hate speech detection with a specific focus on iden-
tifying not only offensive language but also the
intended targets. This dual objective addresses a
critical gap in the existing literature, as understand-
ing the context and impact of hate speech requires
considering both its content and the entities it tar-
gets. To this end, we explore the effectiveness of
two powerful machine learning algorithms, logistic
regression and support vector machines (SVM), in
the field of hate speech detection. These algorithms
have a rich history of success in text classification
tasks and provide valuable insight into the com-
plexity of hate speech identification.

We present a novel approach to multimodal hate
speech event detection, focusing on two SubTasks:
Hate Speech Detection and Target Detection. The
proposed solutions for these subtasks of Multi-
modal Hate Speech Event Detection at CASE 2023
(Thapa et al., 2023) has been evaluated with the
baseline score presented by the work (Bhandari
et al., 2023). We were placed seventh on SubTask
A and eighth on SubTask B. For Hate Speech Detec-
tion, we employ Support Vector Machines (SVM),
while for Target Detection, we utilise Logistic Re-
gression.

The first SubTask, Hate Speech Detection, in-
volves distinguishing between hate speech and non-
hate speech textual content. Traditional approaches
have primarily relied on textual analysis techniques
to identify hateful language. We leverage the SVM
model on a diverse dataset comprising labelled in-
stances of hate speech and non-hate speech, en-
abling the model to learn the underlying patterns
and discriminatory characteristics of hate speech.
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The second SubTask, Target Detection, aims to
identify the specific targets of hate speech within
three categories: community, individual, and organ-
isation. This is crucial for understanding the impact
and potential harm caused by hate speech instances.
By training the Logistic Regression model on la-
belled data, we enable it to predict the target cate-
gory for a given hate speech instance accurately.

While the focus of this paper is on textual con-
tent analysis using SVM for Hate Speech Detection
and Logistic Regression for Target Detection, we
acknowledge that visual elements, such as images
or videos, can also contribute valuable information
in detecting and understanding hate speech events.
Future research could explore the integration of vi-
sual analysis techniques alongside textual analysis
to further enhance the accuracy and robustness of
hate speech event detection.

To evaluate the effectiveness of our proposed ap-
proach, we conduct comprehensive experiments on
a diverse dataset comprising hate speech instances
from various domains. By comparing our results
with existing state-of-the-art hate speech detection
techniques, we establish the competitiveness of our
methodology.

Beyond academic contributions, our research
holds practical implications for content moderation,
social media platforms, and online communities.
Appropriate measures can be taken to mitigate the
spread of harmful content, protect targeted individ-
uals and communities, and foster a more inclusive
and respectful online environment.

The subsequent sections of this research paper
namely Methodology and Result and Discussion,
will provide detailed explanations of our method-
ology, including data collection and preprocessing,
feature extraction techniques, model development
using SVM and Logistic Regression, evaluation
procedures, and the interpretation of experimen-
tal results. We will also discuss the limitations of
our approach and suggest potential avenues for fu-
ture research in the field of multimodal hate speech
event detection.

2 Related Work

Flow of information is vital to a society, and now
with the advent of social media, the need to pro-
cess them faster, better and in any form is on the
rise. Multimodal learning is a type of learning
which uses multiple forms of data such as text,
audio and images. The obstacles and challenges
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are clearly articulated by (Cukurova et al., 2020)
and (Karan and Snajder, 2018). The authors of
(Blikstein, 2013) present their insights in learning
mainly multimodal learning analytics. The works
of (Ngiam et al., 2011) and (Ramachandram and
Taylor, 2017) discuss deep learning related to mul-
timodal learning. In particular, the work (Ngiam
etal., 2011) deals with cross modality feature learn-
ings.The authors of (Ramachandram and Taylor,
2017) have highlighted methods to fuse learned
multimodal representations in deep-learning archi-
tectures. The authors of (Srivastava and Salakhutdi-
nov, 2012) have presented their model which uses
multimodal learning, and also shown a comparison
with other deep learning models.

With the increasing amount of data, identifying
hate speech has become an important task. A lot
of research has taken place regarding the detec-
tion and recognition of hate speech.A survey by
authors of (Schmidt and Wiegand, 2017) to recog-
nize hate speech uses natural language processing
approach. The authors of the work (Parihar et al.,
2021) have explored the state-of-the-art algorithms
and prospects of Al in the field of Machine Learn-
ing and Natural Language Processing. The work
(Poletto et al., 2021) analyzes resources available,
and discusses the issues and venues for improve-
ment in the field of hate speech. Hate speech recog-
nition not only concerns a single language, but
research on multilingual problems have also been
undertaken worldwide. For instance, the authors
of (Basile et al., 2019) have taken up the problem
of hate speech against immigrants and women in
different languages, English and Spanish. This
work is also targeted, in the sense, it deals with
hate speech against a particular community. The
authors of the work (Ousidhoum et al., 2019) have
considered multi-aspect multilingual hate speech
problem and applied state-of-the-art learning mod-
els on their dataset for evaluation.

Research has been conducted in the field of hate
speech by many, among those,much lesser in num-
ber are those that relates to multimodal learning.
The authors of (Kiela et al., 2020) propose a new
challenge set for multimodal classification, focus-
ing on detecting hate speech in multimodal memes.
The work (Fortuna et al., 2021) also deals with
hate speech using multimodal learning. This paper
highlights multimodal dataset and models to recog-
nising hate speech and the targets of the directed
hate.



Problem label Text-embedded images
Hate hate 2,665
Speech no hate 2,058
Individual 1,027
Target  Organization 984
Community 417

Table 1: Dataset distribution.

Stop words N

Conversion

JSON Extraction Model :

Figure 1: Flow Diagram of the building blocks of the
model is shown in the figure

3 Dataset and Task

CrisisHateMM (dataset from the task), is multi-
modal and contains data related to Russia-Ukraine
crisis. The work (Bhandari et al., 2023) presented
the dataset for the task. It contains social media
posts, memes and infographics in the form of text-
embedded images which contains some informa-
tion and context as mentioned above in it.

The first sub task, to detect hate speech, includes
a total of 4,723 entries. A hate detected image entry
was labelled as 1 and no hate detected entry was
labelled as O.

The second sub task, on the other hand, is to
identify the target of hate, which has a total of
2,428 entries. Three different classes were identi-
fied as targets namely individual, community and
organization. Hate directed towards a individual
was labelled as 0, hate directed towards a commu-
nity as 1 and hate directed towards an organization
as 2. The dataset distribution is shown in Table 1.

4 Methodology

We present solutions based on classical machine
learning models namely SVM and Logistic Regres-
sion on this paper. There are advantages to utilising
classical ML rather than deep learning. When com-
pared to deep learning models, the need for data is
substantially lower, and classical models are often
less computationally intensive. In short, classical
ML has its own set of benefits, especially when
interpretability, data availability, speed or resource

68

constraints are significant factors. The decision to
use conventional ML over deep learning was based
on the unique situation, data availability, computa-
tional resources and the necessity for interpretabil-
ity and simplicity. In many circumstances, hybrid
techniques that include parts of both classical ML
and deep learning can be powerful answers.

4.1 Preprocessing

Data available may contain noise, missing values
or unusable format. Cleaning of raw data helps
in the model performance. Preprocessing is an
important step which transforms unstructured data
to a consistent format, paving way to good working
models.

The data given is in the form of text-embedded
images. The information from the text-embedded
images was collected using Google OCR Vision
APL.

Textual information obtained from OCR extrac-
tion also underwent filtering. This process removed
stop words, that is, filtering out words which were
considered insignificant. The preprocessing also
removed non-alphabetical characters from the text.
This included a removal of hyperlinks, symbols
and quotes.

Feature extraction was done, to convert the raw
data into numeric form. TF-IDF (Term Frequency-
Inverse Document Frequency) was used to extract
features from the text. It converts a collection of
documents to TF-IDF features, which helps in re-
ducing the amount of input features during model
building.

4.2 SubTask A

Considering the SubTask A is to be a binary classi-
fication problem, SVM (Support Vector Machine)
was employed.

SVM is a supervised learning algorithm which
finds the optimal hyperplane separating the data
points of different classes. The hyperplane maxi-
mizes the margin between the closest data points
from different classes. These data points are the
support vectors in finding the optimal hyperplane.
This algorithm was chosen owing to its ability to
handle both linear and non-linear relationship be-
tween the features and the target variables.

We have applied RBF (Radial Basis Function)
kernel and tuned the parameters with the objective
of maximising the Fl-score. The output of the
model was converted to JSON format for evalua-
tion.



Problem F1score Accuracy
Hate Speech 76.06 76.11
Target 64.46 64.26

Table 2: Training Performance.

Problem F1 score Accuracy
Hate Speech 78.6  79.8
Target 61.5 68.4

Table 3: Baseline scores.

4.3 SubTask B

The SubTask B is identified to be a classification
problem with three classes. Hence we opted for a
cost-sensitive logistic regression model.

Logistic Regression is yet another supervised
learning technique for classification. It is a statis-
tical analysis method which used probability es-
timation. Cost-sensitive logistic regression takes
misclassification into consideration. This technique
was used so as to improve the performance on the
imbalanced dataset given. Weights for model build-
ing were considered according to the data distribu-
tion.

Again, the output generated by model was con-
verted to JSON format for evaluation.

5 Result and Discussion

The main evaluation parameter for performance
was the F1-score. The training performance param-
eters of different SubTasks are shown in table 2.
On the training dataset, F1-scores of 76% and 64%
were obtained in hate speech detection (SubTask A)
and target identification (SubTask B) respectively.
On the test dataset, our model achieved F1-scores
of 78.80% in SubTask A and 52.58% in SubTask B.
The details are shown in the table 4. The baseline
score from the task paper (Bhandari et al., 2023)
are F1 -scores of 78.6% for SubTask A and 61.5%
for SubTask B. The table 3 presents the baseline
scores.

The SubTask A used SVM for handling complex
nonlinear relationships and SubTask B model used
cost-sensitive logistic regression to account for mis-
classification and imbalanced dataset. Our model
does not perform better than baseline scores in sub
task B. It performed slightly better than random
guess, on the other hand, our model was able to
improve the score of sub task A from the baseline
by a slight margin.
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Problem F1 score Accuracy
Hate Speech 78.8  79.01
Target 52.58 64.05

Table 4: Testing Performance.

In any problem, the dataset plays a major role.
The imbalance in dataset could be one of the rea-
sons for misclassification. It could also be at-
tributed to the fact that hate directed images them-
selves might not be directed explicitly, thus making
it hard for models to recognise and learn them. Pre-
processing the available forms of data always plays
a significant role in learning. All the above factors
indicate the need for better performing models in
the field of multimodal data.

6 Conclusion

With the rising need to process data in different
forms like opinions and perspectives in social me-
dia, identification of hate speech and its targets has
become vital. In this paper, we have presented solu-
tions to the task Multimodal Hate Speech Event De-
tection - CASE 2023. The paper proposes solutions
to the task of detecting hate speech in multimodal
dataset and identifying the target of the hate as
individual,community or organization. The perfor-
mance metrics includes precision, recall, accuracy
with F1-score as the key parameter. Although the
results presented herein are good, there remains po-
tential for improvement. Future research can focus
on fine-tuning parameters for hate speech recogni-
tion. Additional investigation may be undertaken
to enhance the performance of existing models and
to choose superior models.
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Abstract

Text-embedded images can serve as a means of
spreading hate speech, propaganda, and extrem-
ist beliefs. Throughout the Russia-Ukraine war,
both opposing factions heavily relied on text-
embedded images as a vehicle for spreading
propaganda and hate speech. Ensuring the ef-
fective detection of hate speech and propaganda
is of utmost importance to mitigate the nega-
tive effect of hate speech dissemination. In this
paper, we outline our methodologies for two
subtasks of Multimodal Hate Speech Event De-
tection 2023. For the first subtask, hate speech
detection, we utilize multimodal deep learn-
ing models boosted by ensemble learning and
syntactical text attributes. For the second sub-
task, target detection, we employ multimodal
deep learning models boosted by named entity
features. Through experimentation, we demon-
strate the superior performance of our models
compared to all textual, visual, and text-visual
baselines employed in multimodal hate speech
detection. Furthermore, our models achieve the
first place in both subtasks on the final leader-
board of the shared task.

1 Introduction

The Russia-Ukraine War has been a long and bitter
conflict that has caused a lot of division and ten-
sion among people. Unfortunately, hate speech has
played a big role in this war, spreading negativity,
fueling hatred, and making the situation even more
volatile. It is important to find ways to detect and
combat hate speech in order to promote unity and
peace.

Deep learning models are increasingly being em-
ployed in multimodal hate speech detection (Pari-
har et al., 2021; Thapa et al., 2022; Boishakhi et al.,
2021; Gomez et al., 2020; Yang et al., 2019; Per-
ifanos and Goutsos, 2021; Rana and Jha, 2022;
Vijayaraghavan et al., 2021; Sabat et al., 2019;
Madukwe et al., 2020; Kiela et al., 2020). These

models leverage the power of neural networks to
process and analyze complex data consisting of
text, images, and videos, allowing them to cap-
ture the nuances and context of online content. By
combining various modalities, such as textual and
visual contents, these models can better understand
the overall meaning and intent behind the shared
information. They learn from large amounts of la-
beled data, enabling them to identify patterns and
distinguish between genuine information and harm-
ful content, including hate speech and misinforma-
tion (Toraman et al., 2022a). With their ability to
integrate multiple modalities, deep learning models
are playing a vital role in combating online abuse,
fostering safer digital environments, and promoting
responsible information dissemination.

This study addresses the challenge of combating
hate speech using multiple modalities, specifically
focusing on the shared task of Multimodal Hate
Speech Event Detection at CASE 2023 (Thapa
et al., 2023). In the shared task, Subtask A requires
determining whether a text-embedded image con-
tains hate speech. To address this, we propose a
novel ensemble model that merges predictions from
a multimodal deep learning model and multiple
text-based tabular models which are trained with
various syntactical features. On the other hand, for
Subtask B, the goal is to identify the target of hate
speech in a text-embedded image and classify it
into the categories of “Individual”, “Community”,
or “Organization”. To tackle this challenge, we
introduce a novel multimodal deep learning model.
We train a multimodal deep learning model and
then combine its embeddings with named entity
features, which are then used as input to train a
new fusion model. Through experimentation, we
show that our proposed models achieve superior
classification performance compared to the multi-
modal hate speech detection baselines. Notably,
our proposed models achieve the highest rank on
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#Text-embedded Images

Subtask Problem Labels

Train Eval Test
Hate Hate 1,942 243

A Speech  Non-Hate 1,658 200 43
Individual 823 102

B Target ~ Community 335 40 242
Organization 784 102

Table 1: Dataset for the shared task on Multimodal Hate
Speech Event Detection at CASE 2023. Numbers of
text-embedded images in the train, evaluation and test
sets for both Subtask A and B are given. Labels of the
test set examples are not shared.

the final leaderboard for both subtasks in the shared
task.

2 Dataset & Task

The shared task on Multimodal Hate Speech Event
Detection at CASE 2023 consists of two distinct
subtasks: Subtask A and B. The details of each sub-
task are presented in Table 1 along with the number
of text-embedded images in the training, evaluation
and test sets. It is important to note that the labels
of the test set examples are not disclosed to the par-
ticipants during the shared task. These labels are
reserved for calculating the final prediction perfor-
mance, which determines the leaderboard rankings
upon completion of the shared task. Furthermore,
text within the images are extracted using OCR
with Google Vision API,

2.1 Subtask A: Hate Speech Detection

In Subtask A, it is aimed to determine the presence
or absence of hate speech within text-embedded
images (Thapa et al., 2022). The dataset specif-
ically designed for this subtask includes anno-
tated examples that indicate the existence of hate
speech (Bhandari et al., 2023). The dataset features
two distinct labels: “Hate Speech” and ‘“No Hate
Speech”.

2.2 Subtask B: Target Detection

Subtask B aims to identify the targets of hate
speech within a given hateful text-embedded image
(Thapa et al., 2022). The dataset provided for this
subtask includes labels categorizing the hate speech
targets into “Individual”, “Community”, and “Or-
ganization” (Bhandari et al., 2023).

Uhttps://github.com/therealthapa/case2023 _task4
“https://cloud.google.com/vision/docs/ocr
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Feature Count
Word counts 1
Character counts 1
Capital ratio 1
Digit ratio 1
Special character ratio 1
White space ratio 1
Symbol (!, ?, @, %, *, $, 13
&, #,.,:,/, -, =) ratios

Symbol counts 13

Lowercase ratio 1

Table 2: Syntactical features used in our proposed model
for Subtask A.

3 Methodology

In this section, we describe our proposed models
for Subtask A and B of the shared task, respec-
tively.

3.1 Proposed model for Subtask A: Ensemble
of multimodal deep learning and
text-based tabular models

The process of identifying hate speech within an im-
age and its OCR-generated text can be approached
using various methods, including relying solely on
image-based or text-based models. However, in
our approach, we adopt a multimodal approach to
leverage the full knowledge present in the dataset.
We employ both textual and visual features to train
our deep learning models, aiming to capture a com-
prehensive understanding of the data. Additionally,
we incorporate various syntactical features into our
model. For this, we construct a 33-dimensional
syntactical feature vector as shown in Table 2.

Furthermore, we also use the Bag-of-words
(BoWs) method to extract n-grams (n € {1,2,3})
from text and use them as additional features. This
choice is motivated by our observation that the
BoW method has competitive performance in hate
speech detection and these features might possi-
bly serve as indicators of hate speech, independent
of the overall meaning conveyed by the text and
image (Toraman et al., 2022b).

As illustrated in Figure 1a, our methodology
begins by combining a text encoder with a vi-
sion encoder model via a multi-layer perceptron
(MLP) module. This multimodal structure is ini-
tially trained on the entire training set using a linear
classifier layer with the cross-entropy loss function.
We select the best-performing model based on the
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Figure 1: High-level illustrations of our models for (a) Subtask A and (b) Subtask B. Each model consists of three
stages, which are the Input, Model, and Prediction layers. Input layer describes the processes of text and syntactic
feature extraction, and entity recognition. In Model layer, we indicate the training procedures. Furthermore, we
represent the the joint learning of the models with the same colored blocks. For instance, in (a) Vision and Text
encoder, and MLP is jointly trained, while XGBoost, LGBM, and GBM have independent training procedures. The
last layer, i.e., Prediction, shows the classified labels for each model.

accuracy metric across multiple training epochs us-
ing the evaluation set. Subsequently, we extract
the aforementioned syntactical and BoW features
from the text, which are then used to train tabular
learning models (i.e., classifiers), including Light-
GBMXT, LightGBMLarge, LightGBM (Ke et al.,
2017), CatBoost (Prokhorenkova et al., 2018), and
XGBoost (Chen and Guestrin, 2016). We then
combine these models to maximize the utilization
of available information. To accomplish this, we
adopt an ensemble approach similar to our previ-
ous work in CASE2022 (Hiirriyetoglu et al., 2022;
Sahin et al., 2022). However, this time we uti-
lize a weighted ensembler which assigns adaptive
weights to each model and generates final predic-
tions based on these weights. The weight assign-
ment is determined during the training phase and
optimized with respect to the validation accuracy
computed on the evaluation set of Subtask A.

3.2 Proposed model for Subtask B:
Combining multimodal deep learning
with named entity recognition

In our proposed model for Subtask B, instead of
using syntactical features, we employ named en-
tities which are extracted from the text. Named
entity recognition (NER) aims to extract important
information from unstructured text (Ozcelik and
Toraman, 2022) and can be used as a supportive
feature to improve the classification performance
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of a deep learning model. Therefore, we obtain
named entities for the unstructured texts extracted
from the text-embedded images using the spaCy
library (Honnibal and Montani, 2017). SpaCy is
an open source NLP library including several tasks
such as Part-of-Speech (POS) tagging and NER.
We use the English pretrained large NER model? as
a named entity recognizer (see Figure 1b). The mo-
tivation behind using this model is that it contains
individual, community, and organization named
entity classes, which are directly related to the pre-
diction classes of Subtask B. Therefore, we only
extract PER, NORP, and ORG entities as shown in
Figure 1b. The PER entities include people or fic-
tional character names. The NORP entities repre-
sent nationalities or religious and political groups
(e.g., communities). Finally, the ORG entities are
referred to organization names, such as NATO.

In a previous study (Zhu, 2020), these identi-
fied entities are employed as additional textual in-
puts, demonstrating their contribution to the im-
provement of multimodal hateful meme detection.
However in our work, after we obtain the afore-
mentioned entities from the extracted texts of the
images, we generate a feature vector, consisting of
the counts of each entity. For instance, from Figure
1b, we represent the vector for the extracted text
“STOP RUSSIAN AGRESSOR ADOLF PUTIN

3en_core_web_lg-3.6.0



HANDS OFF UKRAINE” as [2 1 0] since two
(i.e., Putin, Adolf), one (i.e., Russian), and no enti-
ties are obtained for PER, NORP, and ORG classes,
respectively.

Figure 1b shows the overall structure of our
proposed model for Subtask B. Using the text-
embedded images and the extracted OCR text from
these images in the training set, we first fine-tune a
Contrastive Language-Image Pre-Training (CLIP)
model, which is a multimodal deep learning model
that is pre-trained on a variety of (image, text) pairs
(Radford et al., 2021). Following the completion
of the CLIP training, we proceed to extract the em-
bedding vector for each (image, text) pair in the
training set of Subtask B. These embedding vectors
and the entity count vector are then concatenated
together to create a novel fusion vector. This newly
formed vector serves as the input for training multi-
ple tabular learning models (i.e., classifiers), includ-
ing LightGBMLarge, LightGBM, and XGBoost.
The classifier that achieves the highest validation
accuracy score on the evaluation set of Subtask B
is then selected to generate final predictions.

4 Results & Discussion

4.1 Baselines

We employ the AutoGluon framework (Erickson
et al., 2020) for the implementation of our pro-
posed models and the baselines for multimodal
hate speech detection. AutoGluon is an AutoML
toolkit and provides a comprehensive environment
for multimodal training. We use the following hy-
perparameter setting for the training of all models:
The learning rate is set to le-4, learning rate decay
is set to 0.9, learning rate scheduler is cosine de-
cay, maximum number of epochs is 10, warm-up
step is 0.1, per GPU batch size is 8. During the
training phase of our models and the baselines, we
utilize four NVIDIA A4000 GPUs. We categorize
the baselines into four categories: Tabular, Textual,
Visual or Multimodal, which are explained below.

4.1.1 Tabular Baselines

For the tabular baseline models, we construct syn-
tactic features derived from the textual data. These
features, which are shown in Table 2, and BoW
features (i.e., n-grams with n € {1, 2, 3}) are em-
ployed to train classifiers including Light GBMXT,
LightGBMLarge, LightGBM, CatBoost, and XG-
Boost. We use the AutoGluon implementation of
the classifiers with default parameters.
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4.1.2 Textual Baselines

For the text-only baseline models, we use
the following transformer-based language mod-
els: BERT (BERT-base-cased?) (Devlin et al.,
2018), RoBERTa (RoBERTa-base’) (Liu et al.,
2019), DeBERTa-v3 (DeBERTa-v3-base®) (He
et al., 2021), and ELECTRA (ELECTRA-base-
discriminator’). We use the AutoGluon implemen-
tation of the models with a maximum token size of
512 and padding the rest.

4.1.3 Visual Baselines

For the image-only baseline models, we employ the
following transformer-based encoders: Swin (swin-
base-patch4-window7-2248), CoAtNet-v3 (coatnet-
v3-rw-224-sw_in12k”) (Dai et al., 2021), DaViT
(davit-base-msft-in1k'?) (Ding et al., 2022), and
ViT (vit-base-patch32-224-in21k!") (Dosovitskiy
et al., 2020). We use the AutoGluon implementa-
tion of the models with default parameters.

4.1.4 Multimodal Baselines

For the multimodal baseline models where both
text and images are used in the training process, we
combine a textual and a visual baseline model to-
gether and jointly train them by using a multi-layer
perceptron (MLP) on top of them with a binary
cross-entropy loss function. To determine the op-
timal combination of the models, we select the
top-performing text and vision encoders based on
their individual performances in terms of the vali-
dation accuracy score computed on the evaluation
set of the corresponding subtasks. For this, we em-
ploy the AutoGluon implementation of the text and
vision encoders with a maximum token size of 512
and all other parameters set to their default values.
For the classification layer, we use two fully con-
nected linear layers (128 dimensional hidden layer)
with a Leaky ReLU activation function between
them. Furthermore, we also use the AutoGluon’s
implementation of the CLIP model as one of the
multimodal baselines.

“https://huggingface.co/bert-base-cased
Shttps://huggingface.co/roberta-base
Shttps://huggingface.co/microsoft/deberta-v3-base
"https://huggingface.co/google/electra-base-
discriminator
8https://huggingface.co/microsoft/swin-base-patch4-
window7-224-in22k
*https://huggingface.co/timm/coatnet_3_rw_224.sw_in12k
Yhttps://huggingface.co/timm/davit_base.msft_in1k
https://huggingface.co/google/vit-base-patch32-224-
in21k



Model Precision Recall F1  Accuracy
XGBoost 82.0 827 806 30.6
5 LightGBM 81.2 83.5 803 80.4
B LightGBMLarge 81.6 823  80.1 80.1
= CatBoost 79.7 823 787 78.8
LightGBMXT 78.8 81.1 776 77.6
= ELECTRA 822 803 834 335
E BERT 79.4 844 794 79.4
;.3 RoBERTa 84.3 819 817 81.7
DeBERTa-v3 83.0 864 828 82.8
_ Swin 747 840 753 75.6
g CoAtNet-v3 80.4 81.1 788 78.8
S DaViT 81.5 792 781 78.1
ViT 79.0 7717 76.0 76.1
= ELECTRA + Swin 83.3 90.1 845 34.6
B DeBERTa-v3 + Swin 81.8 909 838 84.0
£ ELECTRA + CoAtNet-v3 85.4 864 844 84.4
= DeBERTa-v3 + CoAtNet-v3 82.9 87.6 83.2 83.3
= CLIP 79.9 91.8 826 82.8
Ours ELECTRA + Swin + Tabular 84.1 89.0 84.8 84.9

Table 3: Subtask A: Hate Speech Detection evaluation results in terms of binary precision, recall, F1-score, and
accuracy metrics. Tabular, textual, visual, and multimodal baselines are implemented using the AutoGluon library
(Erickson et al., 2020) and categorized into their respective categories. The model which achieves the highest test
scores on the final leaderboard is indicated with a bold font.

4.1.5 Our Models

For the implementation of our proposed models
for Subtask A and B in Section 3, we again em-
ploy the AutoGluon library. For Subtask A, we use
ELECTRA (ELECTRA-base-discriminator) and
Swin (swin-base-patch4 window7-224) as our text
and vision encoders, respectively. Using the syn-
tactical and BoW features described in Section 3,
we train the tabular models LightGBMXT, Light-
GBMLarge, LightGBM, CatBoost, and XGBoost
with default parameters. Additionally, we utilize
the weighted ensembler L2, an implementation pro-
vided by AutoGluon, to combine the predictions
of the individual models and generate final predic-
tions. This weighted ensembling technique assigns
weights to each model, taking into account their
respective classification performance on the evalu-
ation set of Subtask A.

Furthermore, for Subtask B, we use the the mul-
timodal baseline CLIP model and combine its em-
bedding vector with NER features as described in
Section 3. With the combined features, we train a
LightGBMlarge classifier with default parameters
to produce final predictions.

4.2 Evaluation Results

Table 3 and 4 show the classification performance
metrics of our models and the baselines computed
on the evaluation sets of Subtask A and B, respec-
tively. Precision, Recall, F1, and Accuracy met-
rics are used for measuring the classification per-
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formance on the shared task of Multimodal Hate
Speech Event Detection at CASE 2023'2,

The results in Table 3 and 4 clearly show that
our proposed models, along with ensemble learning
and using syntactical features for Subtask A and
NER features for Subtask B, perform much better
than all other methods, including the tabular, tex-
tual, visual, and multimodal baselines, for detecting
hate speech in a multimodal setting. These results
demonstrate that including different text-based fea-
tures in our models improves their performance
significantly, allowing us to make better use of the
information in the dataset. This emphasizes the
importance of using various textual attributes to
enhance the overall effectiveness of the models.

In our experiments, we observe that textual meth-
ods trained with the extracted OCR text from the
text-embedded images outperform visual methods
trained solely on images. Additionally, the tab-
ular models, which are trained with syntactical
and BoW features (i.e., n-grams, n € {1,2,3}),
achieve results comparable to the text-based meth-
ods. This once again demonstrates the effective-
ness of these features in multimodal hate speech
detection.

Furthermore, multimodal approaches that com-
bine multiple modalities, such as image and text,
effectively leverage both textual and visual infor-
mation, resulting in significantly more powerful

https://codalab.lisn.upsaclay.fr/competitions/1308 7#results



Model Precision Recall F1  Accuracy
E XGBoost 65.2 641 634 65.2
B LightGBM 68.0 673  66.6 68.0
= LightGBMLarge 68.8 683 674 68.8
= ELECTRA 66.0 65.6 657 66.0
3 BERT 66.0 647 647 66.0
3 RoBERTa 71.7 714 714 71.7

DeBERTa-v3 68.8 67.1 662 68.8
_ Swin 51.3 545 520 545
g CoAtNet-v3 495 508  49.9 50.8
S DaViT 479 516 485 51.6

ViT 422 451 423 45.1
= RoBERTa + CoAtNet-v3 68.5 69.6 634 69.6
B DeBERTa-v3 + CoAtNet-v3 63.8 63.6  62.6 63.6
£ RoBERTa + Swin 727 738  72.6 73.8
= DeBERTa-v3 + Swin 66.2 660  65.0 66.0
= CLIP 742 768 754 768
Ours CLIP + NER 80.5 803 797 80.3

Table 4: Subtask B: Target Detection evaluation results in terms of weighted precision, recall, F1-score, and multi-
class accuracy metrics. Tabular, textual, visual, and multimodal baselines are implemented using the AutoGluon
library (Erickson et al., 2020) and categorized into their respective categories. The model which achieves the highest
test scores on the final leaderboard is indicated with a bold font.

Team Name Recall Precision F1 Accuracy Team Name Recall Precision F1 Accuracy
ARC-NLP 85.67 85.63 85.65 85.78 ARC-NLP 76.36 7637 76.34 79.34
bayesiano98 85.61 85.28 85.28 85.33 bayesiano98 73.30 75.54 74.10 77.27
IIC_Team 85.08 8476 84.63 84.65 [IC_Team 68.94 71.05 69.73 72.31
DeepBlueAl 83.56 83.35 83.42 83.52 Sarika22 67.77 68.41 68.05 71.49
CSECU-DSG 82.52 82.44 8248 82.62 CSECU-DSG 65.25 65.75 65.30 69.01
Ometeotl 81.21 80.94 80.97 81.04 DeepBlueAl 64.62 66.48 65.25 69.83
Avanthika 78.78 78.81 78.80 79.01 Ometeotl 56.48 67.93 56.77 64.05
Sarika22 78.06 78.49 7821 78.56 Avanthika 53.84 70.13  52.58 64.05
rabindra.nath 77.68 78.42  77.88 78.33 ML_Ensemblers  44.44 48.88 43.32 52.89
md kashif 20 72.70 7372 72.87 73.59 Team +1 34.42 35.59 3342 35.12
GT 52.19 52.19 52.19 52.60

Team +1 49.38 49.39  49.36 49.66 Table 6: The leaderboard results of Subtask B: Target
ML Ensemblers  53.34 7240 4294 57.79 Detection. Our team name is ARC-NLP. The teams

Table 5: The leaderboard results of Subtask A: Hate
Speech Detection. Our team name is ARC-NLP. The
teams are ranked by the F1 score. Our solution is ranked
first in terms of all classification metrics.

deep learning models. This integration of different
modalities enhances the overall performance of the
models in the process.

Finally, introducing a named entity recognition
(NER) system capable of extracting key elements
from unstructured text, like person names, organi-
zations, and locations, proves particularly effective
in identifying targets of hate speech (e.g., individu-
als, communities, and organizations) within a given
text. By incorporating NER features into our model
for Subtask B, we are able to further enhance the
classification performance of the multimodal meth-
ods. This improvement is clearly demonstrated
by the classification performance of our proposed
model, as illustrated in Table 4.
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are ranked by the F1 score. Our solution is ranked first
in terms of all classification metrics.

4.3 Leaderboard Results

During the test phase of the shared task, we submit-
ted our models to be evaluated on the test sets of
both Subtask A and Subtask B. The test results have
been presented in Table 5 and Table 6, respectively.

Our model, ELECTRA +Swin+Tabular, achieved
the top rank among 13 participating teams in Sub-
task A, excelling in all classification metrics within
the test results. Similarly, our model, CLIP+NER,
secured the first position among 10 participating
teams in Subtask B, performing exceptionally well
across all classification metrics.

5 Conclusion

In conclusion, the utilization of text-embedded im-
ages on social media has become a common means
of expressing opinions and emotions. However,



it has also been exploited to spread hate speech,
propaganda, and extremist ideologies, as witnessed
during the Russia-Ukraine war. Detecting and ad-
dressing such instances are crucial, particularly in
times of ongoing conflict. To tackle this challenge,
we present our methodologies for the shared task
of Multimodal Hate Speech Event Detection at
CASE 2023 (Thapa et al., 2023). Our approach
combines multimodal deep learning models with
text-based tabular features, such as named entities
and syntactical features, yielding superior perfor-
mance compared to existing methods for multi-
modal hate speech detection. This is evidenced by
achieving the first place in both Subtask A and B of
the shared task on the final leaderboard, demonstrat-
ing the effectiveness of our models in identifying
and categorizing hate speech events.

5.1 Ethical Considerations

This study discusses examples of harmful content
(hate speech stereotypes). The authors do not sup-
port the use of harmful language, nor any of the
harmful representations featured in this paper. Fur-
thermore, the proposed models in this study are
trained with the multimodal hate speech dataset
described in Section 2, which specifically features
the Russia-Ukraine War. Given the inherently sub-
jective nature of the annotation process, it is rea-
sonable to expect a certain bias towards specific
subjects, individuals, organizations, and/or commu-
nities in our proposed models. We hereby acknowl-
edge the fact that steps must be taken to mitigate
this bias for future research.

5.2 Reproducibility

The multimodal hate speech dataset described in
Section 2 can be accessed by contacting the authors
of (Bhandari et al., 2023). Furthermore, for the re-
producibility of our proposed models, we share all
the necessary information such as network struc-
ture, parameter settings, libraries and tools utilized
in Section 3 and 4.
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Abstract

Thapa et al. (2023) task focuses on identifying
hate speech or not from text-embedded images
and also identify the targets of hate speech.Hate
speech detection has emerged as a critical re-
search area in recent years due to the rise of
online social platforms and the proliferation
of harmful content targeting individuals or spe-
cific groups.This task highlights the importance
of detecting hate speech in text-embedded im-
ages.By leveraging deep learning models,this
research aims to uncover the connection be-
tween hate speech and the entities it targets.

1 Introduction

Hate speech detection plays a crucial role in foster-
ing a safer and more inclusive digital landscape. In
today’s interconnected world, where social media
and online platforms dominate communication, the
spread of hate speech can have far-reaching and
detrimental consequences. Detecting and address-
ing hate speech helps protect vulnerable communi-
ties from harm, prevents the escalation of conflicts,
and promotes constructive dialogue.Moreover, the
integration of multimodal techniques, combining
both textual and visual information, has further
enhanced hate speech detection systems.

In recent years, the detection of hate speech
has witnessed significant advancements, driven
by the rapid progress in natural language process-
ing (NLP) and computer vision technologies. Ma-
chine learning algorithms, particularly deep learn-
ing models, have revolutionized the field, allowing
for more accurate and efficient hate speech detec-
tion. By analyzing text-embedded images and their
associated textual content, algorithms can uncover
hidden patterns and better identify hateful content
targeted at specific entities or communities.

This research paper introduces an investigation
into the detection of hate speech and identifying
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hate speech targets by employing NLP transform-
ers, specifically the ALBERT base model.

2 Related works

Farooqi et al. (2021) research paper proposes an
innovative method for hate speech detection in
Hindi-English code-mixed conversations on Twit-
ter. Their neural network approach leverages trans-
former’s cross-lingual embeddings, fine-tuned for
low-resource hate speech classification in transliter-
ated Hindi text. The best-performing system, a hard
voting ensemble of Indic-BERT, XLM-RoBERTa,
and Multilingual BERT, achieved an impressive
macro F1 score of 0.725. This highlights the
method’s effectiveness in accurately identifying
hate speech, considering context and addressing
challenges posed by code-mixing on social media
platforms. The findings offer valuable insights for
hate speech detection in multilingual settings.

In Jafri et al. (2023) the authors introduce a new
dataset called IEHate, comprising 11,457 manu-
ally annotated Hindi tweets related to the Indian
Assembly Election Campaign. They perform a
comprehensive analysis of hate speech prevalence
and its various forms in political discourse. The
dataset is benchmarked using machine learning,
deep learning, and transformer-based algorithms.
Among the models, RoOBERTa (multilingual) and
BERT (HAM) achieved the highest F1-scores of
0.725 and 0.706, respectively. Transformer-based
models outperformed machine learning and deep
learning models.

Tita and Zubiaga (2021) research paper focuses
on hate speech detection in a cross-lingual setting,
emphasizing the importance of addressing this is-
sue on global online platforms. The study utilizes
fine-tuned altered multi-lingual Transformer mod-
els (mBERT, XLM-RoBERTa2) with cross-lingual
training between English and French and within

Proceedings of the 6th Workshop on Challenges and Applications of Automated Extraction of Socio-political Events from Text,
pages 79-83, Varna, Bulgaria, Sep 7, 2023.
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each language independently. The results indi-
cate that multi-lingual BERT outperforms XLM-
RoBERTza in two out of three language pairs, show-
ing significantly higher macro average scores for
both English-only and French-only data. However,
the fine-tuned altered XLM-RoBERTa performs
poorly in the monolingual setting, with scores less
than 0.5. The findings highlight the importance of
selecting appropriate models and training strategies
for effective hate speech detection in cross-lingual
contexts.

3 Task and Dataset Description
3.1 Hate Speech Detection

The objective of this task is to discern the presence
of hate speech in text-embedded images. These
images constitute the dataset Bhandari et al. (2023)
utilized for this subtask and are accompanied by
annotations that denote the extent of hate speech
prevalence.An example of text-embedded image
used in dataset is shown in Figure 1. The features
of the dataset is given in the table 1.

pulse

sports

Babatunde Koiki @

Dear , while you’re at it, in
extend bans to Israel for the
depredations on the

for their depredations

and Saudi Arabia

depredations on Yemen.

Figure 1: Text-embedded image

Table 1: Features of the dataset

Field | Description
filename | name of the file with index
value
text text extracted from text-
embedded images

3.2 Target Detection

The objective of this subtask is to discern the spe-
cific targets of hate speech within a given text-
embedded image containing hateful content. The
text-embedded images in this dataset are metic-
ulously annotated to identify the targets of hate
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Label Train
Hate 1,942
Not Hate | 1,658
Total 3,600

Table 2: Data Distribution of Hate Speech Detection

Label Train
Individual 823
Community 784
Organization | 335
Total 1,942

Table 3: Data Distribution of Target Detection

99 997

speech, categorized into “community,” “individ-
ual,” and “organization” labels. To facilitate the
detection process, the text within these images is
extracted using sophisticated techniques, enabling
the subsequent analysis for hate speech identifica-
tion.The text-embedded images employed in this
study were subjected to text extraction techniques
to extract the textual content present within the
images.Features of the dataset is given in table 1.

4 Methodologies used

In this study, we employed the deep learning
model transformers, specifically the ALBERT (A
Lite BERT) Base vl and Artificial Neural Net-
work(ANN).

4.1 ALBERT Base vl

Albert base v1 (Lan et al., 2019) is a type of deep
learning model, specifically an "ALBERT” (A Lite
BERT) model, designed for natural language pro-
cessing tasks, such as text classification. In this
case, it is being used to detect hate speech in texts.
The ALBERT model uses a technique called trans-
fer learning to understand the underlying patterns
and structures in the text data. It is pre-trained
on a large corpus of text data to learn the gen-
eral features of language. ALBERT tokenizes the
input text, breaking it down into smaller units
called tokens. Each token represents a word or
subword in the text.Each token is mapped to a
high-dimensional vector representation called an
embedding. ALBERT utilizes a self-attention mech-
anism to assess token relationships in the text,thus
grasping dependencies and long-range associations
between words within the context.The ALBERT
model is further fine-tuned on a labeled dataset of



texts. During the fine-tuning process, the model
adjusts its parameters to make accurate predic-
tions based on the specific characteristics of hate
speech present in the training data.The architecture
is shown in figure 2
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Figure 2: Architecture of Proposed System

4.2 Artificial Neural Network

Artificial Neural Networks (ANNs) have emerged
as a pivotal element in the field of machine learn-
ing and artificial intelligence, owing to their ability
to effectively model complex and non-linear rela-
tionships within data. Before feeding the data into
the ANN, the texts are preprocessed. This includes
tokenization, where each text is broken down into
individual words or subwords. These words are
then converted into numerical representations.The
ANN is constructed using layers of interconnected
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artificial neurons. : The training process is where
the ANN learns to detect hate speech. The training
data, which consists of the numerical representa-
tions of texts and their corresponding labels, is used
to adjust the internal parameters (weights and bi-
ases) of the neurons in the ANN.During training,
the training data is fed into the ANN, and it per-
forms a forward pass. This means the data flows
through the layers of the network, and computa-
tions are performed to generate predictions. The
predictions are then compared to the actual labels
using a loss function, which measures the differ-
ence between the predicted and true labels.The ar-
chitecture is shown in figure 3
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S Result Analysis of Hate Speech
Detection Task

This section discusses about the implementation of
Transformer Model and ANN with the analysis of
the results using evaluation metrics.

5.1 Implementation

The implementation of the ALBERT Base vl
model for the Transformer-based classification task
is achieved through the utilization of the simple-
transformers library. The ClassificationModel class
from the library is employed, specifying ’albert’ as
the model type and ’albert-base-v1’ as the specific
pre-trained ALBERT model variant. The model
is configured to handle a binary classification and
multilabel classification task. To optimize perfor-
mance, several arguments are set, such as enabling
input data reprocessing, disabling the use of cached
evaluation features. Additionally, the model is
trained for a specified number of epochs, with the
option to increase this value for enhanced perfor-
mance.

The ANN model is built using the Sequential
API from Keras, which allows creating a sequen-
tial stack of layers.The first layer is an Embedding
layer, which is used to convert the numerical tokens
into dense vectors (embeddings). It maps each to-
ken to a 64-dimensional vector, which represents
the meaning and context of the word in the text.The
Flatten layer is used to convert the 2D tensor out-
put from the Embedding layer into a 1D tensor, as
ANN models require a 1D input.The next layer is
a Dense layer with 32 units and a ReLU activa-
tion function, which introduces non-linearity and
allows the model to learn complex patterns in the
data.Finally, there is another Dense layer with 1
unit and a sigmoid activation function.The model
is then trained on the training data for 10 epochs
(iterations), with a batch size of 32.

5.2 Results

The dataset is partitioned into training and test-
ing sets, and the evaluation results are presented
in a table 4. The table contains the performance
metrics and assessment outcomes for the model
used in the study. The division of the dataset into
training and testing sets enables to evaluate the ef-
fectiveness and generalization capabilities of their
proposed hate speech detection models. The as-
sessment table provides valuable insights into the
model’s performance.
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Parameters Score
Accuracy  0.7680
F1-score 0.7679

Recall 0.7681
Precision 0.7678

Table 4: Assessment of Models using Evaluation Met-
rics of ALBERT Base

Assessment using Artificial neural net-
work(ANN) gave poor results as compared to
ALBERT Base. The metrics are given in table 5

Parameters Score
Accuracy  0.699
F1-score 0.733

Recall 0.729
Precision 0.738

Table 5: Assessment of Models using Evaluation Met-
rics of ANN

The evaluation result for the test dataset is given
in table 6

Parameters Score
Accuracy  0.7856
F1-score 0.7821

Recall 0.7806
Precision 0.7849

Table 6: Evaluation metrics of ALBERT Base for Hate
Speech Detection Task

6 Result Analysis of Target Detection
Task

6.1 Results

The training dataset is divided into training and
testing sets to evaluate the proposed target of hate
speech detection model effectively. The evaluation
results, including performance metrics and assess-
ment outcomes, are presented in a table 7 and 9.

The performance of the Artificial Neural Net-
work (ANN) model was found to be inferior when
compared to the ALBERT Base model. The evalu-
ation metrics, presented in the table 8, clearly indi-
cated that ALBERT Base outperformed the ANN
in various aspects.



Parameters Score
Accuracy 0.640
F1-score 0.6394

Recall 0.6401
Precision 0.6403

Table 7: Assessment of Models using Evaluation Met-
rics

Parameters Score
Accuracy  0.560
F1-score 0.470

Recall 0.473
Precision 0.483

Table 8: Assessment of Models using Evaluation Met-
rics of ANN

7 Conclusion

We constructed an ALBERT base Model to per-
form hate speech detection. Preprocessing all the
models with NLTK was considered essential in
creating a robust model. However, accurately gaug-
ing the emotion of social media posts depends on
individual perception, making it challenging for
conventional models to achieve high accuracy. An-
other contributing factor to reduced accuracy is
the imbalanced data distribution among the output
class labels. To address these challenges, we plan
to explore various transformer models and data aug-
mentation techniques to enhance the performance
of our hate speech detection system.
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Abstract

With a surge in the usage of social media
postings to express opinions, emotions, and
ideologies, there has been a significant shift
towards the calibration of social media as a
rapid medium of conveying viewpoints and
outlooks over the globe. Concurrently, the
emergence of a multitude of conflicts between
two entities has given rise to a stream of social
media content containing propaganda, hate
speech, and inconsiderate views. Thus, the
issue of monitoring social media postings is
rising swiftly, attracting major attention from
those willing to solve such problems. One such
problem is Hate Speech detection. To mitigate
this problem, we present our novel ensemble
learning approach for detecting hate speech,
by classifying text-embedded images into two
labels, namely "Hate Speech” and "No Hate
Speech”. We have incorporated state-of-art
models including InceptionV3, BERT, and
XLNet. Our proposed ensemble model yielded
promising results with 75.21 and 74.96 as
accuracy and F-1 score (respectively). We
also present an empirical evaluation of the
text-embedded images to elaborate on how
well the model was able to predict and
classify. We release our codebase here https:
//github.com/MOhammad-Kashif/
MultiModalHateSpeech

1 Introduction

Political events have been a perpetual part of gover-
nance to date and serve as a medium of expression
for those involved directly or indirectly with the
process. But at times, this medium of communica-
tion might turn out to be a source of unfortunate
insensitive expressions, hate speeches, etc, through
verbal forms, visual representations, and physically
inconsiderate actions among others. In such cases,
it becomes crucial to monitor political events and
other potential contributors to the circulation of
hate speech and insensitive content.

According to legal publications, hate speech is
defined as an expression that seeks to malign an
individual for their immutable characteristics, such
as their race, ethnicity, national origin, religion,
gender, gender identity, sexual orientation, age or
disability (Carlson, 2021). Hate speech detection is
one of the most important aspects of event identifi-
cation during political events like invasions (Bhan-
dari et al., 2023; Parihar et al., 2021). As is evi-
dent in today’s scenario, the incorporation of multi-
modal data to meet incentives is highly prevalent
and is a major concern for hate speech detection
and analysis.

In this paper, we elaborate on our submission
for the shared task!, for multimodal hate speech
detection through text-embedded images from the
Russia-Ukraine war, which is a part of the big-
ger picture leading to a significantly demanding
issue (Thapa et al., 2023). Multimodal content
being advertised through physical spaces, social
media, etc, is a mode of spreading hate speech
and spiteful views being used extensively in the
current scenario. A significant contributor to this
phenomenon is the sharing of text-embedded im-
ages, representing the views of an individual or a
group of individuals, either directly or indirectly. In
accordance with this fact, we aim to categorically
determine if a given text-embedded image conveys
hate speech in any possible form or not.

The rest of the paper is structured as follows:
Section 2 illustrates the existing work which has
been carried out in this field of research; Section
3 describes the dataset and task for our research
study; Section 4 elaborates our proposed model
architecture including the individual blocks incor-
porated in the same; Section 5 states the results
obtained from this work along with its empirical
analysis; Section 6 provides a view of the future
scope in this domain besides concluding the paper.

lhttps://emw.ku.edu.tr/case-2023/
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2 Literature Review

Extensive work has been carried out to survey the
extent of incorporating technology for hate speech
detection. For instance, in (Schmidt and Wiegand,
2017), a survey has been carried out on the scope
of hate speech detection using natural language
processing. Through this study, the features, ter-
minologies, existing approaches, and techniques in
this context have been highlighted.

Another similar research work (Abro et al.,
2020), shows the comparison of the performance of
three feature engineering techniques and eight ma-
chine learning algorithms on a publicly available
dataset having three distinct classes. The results
of this research work showed that the bigram fea-
tures when used with the support vector machine
algorithm best performed with 79% off overall ac-
curacy.

In another study (Badjatiya et al., 2017), an ex-
periment has been performed to emphasize the us-
age of deep learning for hate speech detection in
tweets. A Twitter dataset containing relevant tweets
has been used to classify them as being racist, sex-
ist, or neither. As per the results obtained in this
study, the deep learning methods outperform state-
of-the-art char/word n-gram methods by ~18 F1
points.

In recent times, multiple attempts have been
made to deal with the concern of intelligently de-
termining the spread of hate speech and related
expressions through multimodal data. For instance,
as a part of the research study (Gomez et al., 2020),
it was attempted to jointly analyze textual and vi-
sual information for hate speech detection, using a
large-scale dataset from Twitter, MMHS150K. The
researchers associated with this study have com-
pared the implementation of models working on
multimodal data with those on unimodal data.

Another research work (Das et al., 2020), fea-
turing the detection of hate speech in multimodal
memes, forms its basis for categorizing a meme as
hateful or non-hateful. As a part of this, the visual
modality using object detection and image caption-
ing models to fetch the “actual caption” has been
explored and combined with the multi-modal rep-
resentation to perform binary classification. Along
with this, an effort has been made to enhance the
predictions using sentiment analysis.

Another instance of research work (Velioglu and
Rose, 2020), has been carried out on a dataset con-
taining more than 10000 examples of multimodal
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content, wherein VisualBERT, which is meant to
be the “BERT of vision and language” was trained
multimodally on images and captions and was aug-
mented with Ensemble Learning.

3 Dataset and Task

As a part of The 6th Workshop on Challenges and
Applications of Automated Extraction of Socio-
political Events from Text (CASE @ RANLP
2023), the Sub-task A for this research experi-
mentation is to identify whether the given text-
embedded image contains hate speech or not
(Thapa et al., 2023).

The dataset (Thapa et al., 2022) provided for
this task consists of around 4700 text-embedded
images, having annotations for the prevalence of
hate speech. As a two-way classification task,
the two classes in the given dataset correspond to
“Hate Speech” and “No Hate Speech”, with 2665
and 2058 samples corresponding to the respective
classes. The training data consists of 1942 and
1658 samples against the "Hate Speech" and "No
Hate Speech" labels (respectively). Concurrently,
the evaluation and testing data consists of 443 ran-
dom samples each. All the images have a unique
identifier called "index".

In the training data, the classes are well-
balanced, implying the occurrence of 50 text-
embedded images each against the two labels, that
is, “Hate Speech” as well as “No Hate Speech”.

4 Model Architecture

This section describes the proposed model architec-
ture for classifying text-embedded images as "Hate
Speech” or "No Hate Speech".

As depicted in Figure 1, we hereby propose an
ensemble approach for this binary classification
problem. Due to the multimodal nature of the
data, it is necessary to extract both visual and tex-
tual features from the provided content containing
the same. To comprehend the context of a text-
embedded image, it is necessary to map the textual
context to its visual context. So as to have both
of these contexts, we propose an ensemble model
that extracts both of these characteristics from an
image.

We have incorporated respective models based
on convolutional neural networks (CNN), and pre-
trained transformer models, which provided good
results on the given dataset. InceptionV3 optimizes
the neural network for better adaptation as it has a
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Figure 1: Proposed ensemble architecture

deeper network compared to its predecessors and
uses auxiliary classifiers as regularizers. Eventu-
ally, it serves as an enhanced option for visual
comprehension required for this task. Since trans-
former models are based on the mechanism of self-
attention and differentially weigh the significance
of each part of the input textual data, they serve as
an ideal option for the textual comprehension of
this task.

Our model is comprised of three backbones, one
of which (InceptionV3) extracts visual information
while the other two (BERT and XLNet) extract
textual information.

4.1 InceptionV3

Inception-v3 is a convolutional neural network ar-
chitecture from the Inception family that makes sev-
eral improvements including using Label Smooth-
ing, Factorized 7 x 7 convolutions, and the use of
an auxiliary classifier to propagate label informa-
tion lower down the network (along with the use
of batch normalization for layers in the sidehead)
(Szegedy et al., 2016).

The InceptionV3 architecture uses a novel "In-
ception module” that extracts multi-scale features
using various-sized convolutional filters in the same
layer (Szegedy et al., 2015). In order to improve the
learning of representations, this module enables the
network to capture both local and global contextual
information.

Apart from that, the Inception module employs
1x1 convolutions along with dimensionality reduc-
tion strategies to lessen computational complexity.
The inception block takes the input image

= RC*H*W
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and outputs a feature vector of
F1 e Rl*512

4.2 BERT

BERT’s model architecture is a multi-layer bidi-
rectional Transformer encoder, designed to create
state-of-the-art models for a wide range of tasks,
such as question answering and language inference,
without substantial task-specific architecture modi-
fications (Devlin et al., 2018).

We have incorporated BERT into our proposed
ensemble model to extract textual features. As a re-
sult of being trained on a large corpus of unlabeled
text, BERT has a solid language foundation and a
better understanding of general language represen-
tation. We have extracted text from the image us-
ing Google’s Tesseract-OCR Engine (Smith, 2007),
which is eventually tokenized and fed to the BERT
model.

BERT outputs a feature vector of size 1x768
which is then provided to the linear layer to gener-
ate feature vector

F2 e R1*512

4.3 XLNet

XLNet is a pre-trained transformer model, which
includes segments recurrence, introduced in
Transformer-XL (Yang et al., 2019; Dai et al.,,
2019), allowing it to digest longer documents (Sha-
heen et al., 2020).

In order to pay greater attention to text features,
we have incorporated a language model into our
ensemble-learning model, yet again. XL Net sur-
passes the limitations of conventional autoregres-
sive models by taking into account all possible
permutations of words in a sentence, resulting in



enhanced language representation and comprehen-
sion.

XLNet is based on the pretraining and fine-
tuning paradigm and utilizes the Transformer archi-
tecture. The extracted text, from the OCR Engine
(Smith, 2007), is fed to the tokenizer and XLNet,
which generate a 1x768-dimensional feature vec-
tor, which is then fed to the linear layer, which
generates a

F3 ¢ R1*512

4.4 Ensemble Model

Ensemble learning or ensemble model is the combi-
nation of numerous different predictions from dif-
ferent models to make the final prediction (Ganaie
et al., 2022). This has always been an elegant way
of enhancing the performance of models.

Stacking is one of the ensemble learning integra-
tion approaches in which the meta-learning model
is utilized to integrate the output of base models
(Dzeroski and Zenko, 2004; Zohair et al., 2022).
Following this strategy, we incorporated our im-
plemented individual models into the blueprint of
a stacked ensemble model. This required the gen-
eration of individual embeddings from respective
models as described in the preceding subsections.

The embeddings F1, F2, and F3 as obtained from
the InceptionV3, BERT, and XLNet (respectively),
are concatenated to form F4 as the final embedding
for the meta-layer (Sesmero et al., 2015).

F4c R1*1536

After the final embedding (F4), has been pro-
cessed through the linear layer, a feature vector of
size 128 is eventually produced. This feature vector
is then forwarded to the final linear layer for clas-
sification, which eventually enhances the accuracy
of the predictions. After every linear layer, a ReLU
non-linearity is applied (Agarap, 2018).

4.5

Some of the hyperparameters were kept constant
in all models, namely a learning rate of 3e-4, reg-
ularization factor of 3e-5, vocab size of 512, and
StepLR as the learning rate scheduler.

For our training, we utilized the Adam opti-
mizer (Zhang, 2018) and trained the model for
100 epochs. All experiments were conducted on
a system equipped with an NVIDIA-A100 GPU,
augmented by 64 GB of RAM, with Ubuntu 20.04
as the operating system. The implementation was
carried out using the PyTorch framework.

Hyperparameter
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4.6 Loss and Metric Used

We have used the weighted cross-entropy loss to pe-
nalize the ensemble model with more effectiveness
during its training for multimodal classification
(Phan and Yamamoto, 2020). In addition, we have
used accuracy as a standard performance metric for
comparing models.

5 Results and Discussion

We have mentioned the results obtained on the vali-
dation data in Table 1. The results corresponding to
the submission were obtained on the test data pro-
vided for this sub-task, which have been reflected in
Table 2. As it is evident from the quoted metrics in
Table 1, achieved after careful experimentation for
the desired task, the proposed ensemble model out-
performed various individual models which have
been brought into usage for classifying hate speech
in the provided dataset.

Model Accuracy | F1 Score
BERT 69.65 69.51
XLNET 71.80 71.56
InceptionV3 48.12 48.11
MobileNetV3 42.41 42.20
ResNet 152 44.47 44.38
BERT + XLNET 73.51 73.39
Ensemble Model 75.21 74.96

Table 1: Metric Comparison for proposed ensemble
model with conventional models

5.1

The text-based models, including BERT and XL-
Net, gave an accuracy of 69.65 and 71.80 (re-
spectively) when implemented individually with
respect to the given dataset. On the other hand, the
image-based models including InceptionV3, Mo-
bileNetV3, and ResNet 152, gave accuracy levels
of 48.12, 42.41, and 44.47 (respectively) for the
same set of data. The combination of BERT and
XLNet (without the visual component) gave an ac-
curacy of 73.51.

With regard to this, our proposed ensemble
model, developed with InceptionV3, BERT, and
XLNet as its individual blocks, provided promising
results with an accuracy of 75.21 and an F-1 score
of 74.96 on the given dataset, as quoted in Table 1.

Our model outperforms the existing works ori-
ented towards multimodal hate speech detection,
with an overall accuracy of 75.21. For instance, in

Metric Comparison



# User <Rank> Recall Precision F1 Accuracy
1 arc-nlp 1.0000 | 0.8567 (1) | 0.8563 (1) | 0.8565 (1) | 0.8578 (1)
2 bayesiano98 2.0000 | 0.8561(2) | 0.8528(2) | 0.8528 (2) | 0.8533 (2)
3 | karanpreet_singh | 3.0000 0.8508 (3) | 0.8476 (3) | 0.8463(3) | 0.8465(3)
4 DeepBlueAl 4.0000 | 0.8356(4) | 0.8335(4) | 0.8342(4) | 0.8352(4)
5 csecudsg 5.0000 | 0.8252(5) | 0.8244(5) | 0.8248 (5) | 0.8262 (5)
6 | Jesus_Armenta 6.0000 | 0.8121(6) | 0.8094 (6) | 0.8097 (6) | 0.8104 (6)
7 Avanthika 7.0000 | 0.7878 (7) | 0.7881(7) | 0.7880 (7) | 0.7901 (7)
8 Sarika22 8.0000 | 0.7806(8) | 0.7849 (8) | 0.7821 (8) | 0.7856 (8)
9 rabindra.nath 9.0000 | 0.7768 (9) | 0.7842(9) | 0.7788 (9) | 0.7833 (9)
10 | md_kashif 20 10.0000 | 0.7270 (10) | 0.7372 (10) | 0.7287 (10) | 0.7359 (10)
11 lueluelue 11.7500 | 0.5219 (12) | 0.5219 (12) | 0.5219 (11) | 0.5260 (12)
12 pakapro 12.7500 | 0.4938 (13) | 0.4939 (13) | 0.4936 (12) | 0.4966 (13)
13 Sathvika.V.S 11.5000 | 0.5334 (11) | 0.7240 (11) | 0.4294 (13) | 0.5779 (11)

Table 2: Rank Table (Sub-Task A)

(Das et al., 2020), the proposed system achieved

Model Accuracy

the best accuracy of 68.4. In (Velioglu and Rose, 0.75
2020), the proposed model, VisualBERT achieved
an accuracy of 70.93. 0.70 WA AN I
The baseline accuracy and F-1 score for the |
given sub-task are 79.8 and 78.6 (respectively). The > 069
proposed model’s performance metrics are compa- £ 060
rable to the median accuracy and F-1 score of 79.01 2
and 78.8 (respectively). The same has been men- 0351 |
tioned in Table 3.
0.50 :
y — Train
0.45 val
Model | Accuracy | F1 Score ' T - e & - o
Baseline 79.8 78.6 Epoch
Median 79.01 78.8
Proposed 75.21 74.96 Figure 2: Variation of accuracy with respect to epochs

Table 3: Metric Comparison for proposed ensemble
model with median and baseline scores

The variation of accuracy level with respect to
the number of epochs taken for model training has
been depicted in Figure 2. Along with this, the
variation of the loss function with respect to the
number of epochs taken for model training has
been depicted in Figure 3.

5.2 Empirical Analysis

In this section, we provide an empirical analysis of
our model’s predictions for the sample instances of
text-embedded images to elaborate on the precision
yielded by the model as per the desired task.
Figure 4 illustrates the samples of text-embedded
images corresponding to the label "Hate Speech",
while Figure 5 illustrates the samples of text-

for the proposed ensemble model

Model Loss

—— Train
Val

40 60 80 100
Epoch

Figure 3: Variation of loss function with respect to
epochs for the proposed ensemble model



embedded images corresponding to the label "No
Hate Speech”. An empirical comparison between
the actual labels and the predicted labels for the
respective image instances quoted in Figures 4 and
5 has been mentioned in Table 4.

With respect to the images corresponding to
"Hate Speech", it has been observed for instances
4b and 4d that the labels have been predicted accu-
rately, suggesting the correct prediction capabilities
of the model. Similarly, as far as the images corre-
sponding to "No Hate Speech" are concerned, the
correct prediction of the labels for instances 5a and
5b reemphasize the correct working of the model.

On the contrary, for image instance 4a, the model
fails to recognize the implicit attempt of spreading
hate speech through visual sarcasm, resulting in
a false prediction by the model. Along with, for
image instance 4c, hate speech has been embed-
ded in visual form, which was incorrectly detected
by the model, leading to another erroneous predic-
tion. This has been precisely due to the lack of
ability of the model to decipher the historical con-
text required to detect hate speech in the respective
images.

Image |\ tual Label | Predicted Label
Instance

4a Hate Speech No Hate Speech
4b Hate Speech Hate Speech
4c Hate Speech No Hate Speech
4d Hate Speech Hate Speech
Sa No Hate Speech | No Hate Speech
5b No Hate Speech | No Hate Speech
5c No Hate Speech Hate Speech
5d No Hate Speech Hate Speech

Table 4: Empirical Evaluation of predictions with re-
spect to sample image instances

As far as the instances in Figure 5 are concerned,
although instances 5c and 5d correspond to the la-
bel "No Hate Speech", however, the model faced
difficulty in making accurate predictions when con-
fronted with the sarcasm in the image. The prime
reason for the model’s inaccurate prediction of hate
speech in the images is the presence of specific
words and phrases that might seem to cause the
same at first sight. For instance, 5c features the
words "explosion" and "kills", while 5d contains
the phrase "invasion of Ukraine", which is believed
to have been a major cause for this erroneous pre-
diction.

&9

I see

ifference
7 r—

I'm warning Kyiv:
If you continue refusing negotiations,
we will leave Zaporizhzhia region, too!

(b)

Russians seeing a
black man in Ukraine

*Confused screaming®
= NATO?

2

(d)

Figure 4: Sample hate speech images

apnews.com
Live updates: 100,000 in Berlin protest
Ukraine invasion

UKRAINE FREEDOM

(@ (b)

+ Anonymous (ID: sYKALAK )™
02/24/22(Thu)00:12:32 No.36280077 =

Putin Drafts Hasbullah to fight in the
invasion of Ukraine

| il sit here and shitpost on the
funny poliics board unti an explosion
directly hits my apartment and kills

A me instantly

© (d

Figure 5: Sample no-hate speech images



This suggests that the model may require further
training or refinement to navigate the nuances of
language and accurately identify instances of hate
speech more efficiently, even when presented in a
lesser straightforward manner.

6 Conclusion and Future Scope

In this paper, we present our system paper submis-
sion for Lexical Squad @Multimodal Hate Speech
Event Detection 2023. We aim to classify text-
embedded images, indicating whether they con-
tain hate speech or not. The proposed system is
an ensemble learning model with fine-tuned In-
ceptionV3, BERT, and XLNet serving as the indi-
vidual blocks of the proposed model. Given text-
embedded images and their respective extracted
text through the OCR model, the submitted model
classifies each image instance into one of the two
labels: "Hate Speech" and "No Hate Speech". The
system performs quite well to accomplish the de-
sired task with an accuracy of 75.21%.

The proposed system can be incorporated for
further applications including recommendation sys-
tems, personalized content viewing, etc. Along
with, it can find usage in further research studies
centered on the overlooking field of interest.

In the future, we intend to work on a multitask
learning framework to handle social media postings
related to other concerns pertaining to sentiment
analysis, apart from Hate Speech detection. We
also aim to develop models for multi-lingual post-
ings featuring similar scenarios.
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Abstract

The paper presents a semantic model of protest
events, called Semantic Interpretations of
Protest Events (SemInPE). The model is a prac-
tical application of the Unified Eventity Rep-
resentation (UER) formalism, which is based
on the Unified Modeling Language (UML),
whose four-layer architecture (i.e., user ob-
jects, model, metamodel, and meta-metamodel)
provides flexible means for building the se-
mantic representations of the language units
along a scale of generality and specificity. The
analytical framework, inspired by the object-
orientation paradigm in computer science and
a cognitive approach to the linguistic analysis,
provides suitable devices for capturing the con-
tinuously varying information in the social and
political domain. The basic modeling elements
of events are presented, which include model-
ing elements defining classes of participants in
the events, types of relationship among the par-
ticipants, as well as the participants behaviour.
The acquisition of language objects that serve
as instances of the various semantic classes
contained in the model is also discussed.

1 Introduction

The paper presents a semantic model of events,
which can be broadly defined as protest events. The
model, which we call Semantic Interpretations of
Protest Events (SemInPE) is a practical application
of the Unified Eventity Representation (UER) - a
cognitive theoretical approach and a graphical for-
malism (Schalley, 2004) based on the Unified Mod-
eling Language (UML)! - an international standard
for graphical representation and design of object-
oriented systems in the field of Information Tech-
nologies (OMG, 2001).

The analytical framework used for building the
semantic representations is inspired by the object-
oriented paradigm in computer science and a cog-
nitive approach to the linguistic analysis (Schalley,
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2014). The application of this innovative formal-
ism in our work is motivated by several merits
of its, relevant to the task of building Language-
Technologies-style ontologies utilisable in the so-
cial and political sciences.

The analytical framework we apply is based on
the four-layer metamodel (i.e., user objects, model,
metamodel, and meta-metamodel) of the Unified
Modeling Language (UML). This multi-layered ar-
chitecture provides flexible means for building the
semantic representations of the language objects
along a scale of generality and specificity. The
inheritance mechanism of classes and objects pro-
vides a device for the definition of abstract, under-
lying semantic representations, which can be in-
stantiated by specific descriptions corresponding to
specific topics and specific languages. In our case,
this particular conceptual modeling paves the way
to building an ontology of protest events for Bul-
garian, but it is utilisable in multilingual settings
as well. The structuring devices of the applied
model provide the possibility for a modular and
dynamically extensible knowledge representation,
which is of particular importance for capturing the
continuously varying information in the social and
political domain.

The cognitive approach to representing the
linguistic units provides a conceptual modeling,
which corresponds to the conceptualisation of the
object-oriented modeling (Schalley, 2014). In this
way a direct use of the handy object-orientation
devices is ensured in the semantic representation
of language entities. We can also point out the
presence of ontological knowledge (i.e., relation
to real-world knowledge) in the semantic descrip-
tions via the reference to ontological categories
(see Section 3).

The paper is structured as follows. In Section
2 we briefly refer to related work. In section 3
we present the model to be utilised in building an
ontology in the domain of protest events. In section

Proceedings of the 6th Workshop on Challenges and Applications of Automated Extraction of Socio-political Events from Text,
pages 92-100, Varna, Bulgaria, Sep 7, 2023.
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4 the extraction of language data necessary for our
work is discussed. Section 5 provides concluding
remarks and some hints on the future developments
we envisage.

2 Related work

As pointed out in the Introduction, the work pre-
sented in this paper belongs to the analytical frame-
work defined as object-oriented semantics. This
relatively novel approach in linguistics so far has
been demonstrated predominantly in the analysis of
the meanings of verbs (e.g., (Schalley, 2004, 2014),
(Benz, 2014), (Slavcheva, 2008, 2012). However,
more recently, Morrissey and Schalley (2017) ar-
gue that the object-oriented approach is beneficial
for the semantic representation of nominals as well,
which is a useful development for large-scale con-
ceptual modeling. The approach to the linguistic
analysis in the work presented in this paper is a
cognitive one. It is determined by principles relat-
ing perception, thinking and language. The basic
assumption is that language reflects “patterns of
thought”, hence the study of language is connected
to the exploration of “patterns of conceptualization”
(Evans and Green, 2006). This makes it possible
to relate conceptual structures of language to the
conceptual base of object-oriented programming
languages.

The graphical semantic formalism used in the
application presented in this paper employs the
Unified Modeling Language (UML) (OMG, 2001),
which contains notation techniques for combining
structural (that is, static) and behavioural (that is,
dynamic) modeling. A long-term research work for
developing ontological foundations for conceptual
modeling has used UML in building the frame-
work of the Unified Foundational Ontology (UFO)
and especially in the development of OntoUML —
“ontologically well-founded conceptual modeling
version of UML” (Guizzardi et al., 2015, 2022).

The work on the conceptually grounded seman-
tic descriptors provokes a comparison with ontolo-
gies like, for instance, the Suggested Upper Merged
Ontology (SUMO)? (Niles and Pease, 2001), which
has been mapped to WordNet (Niles and Pease,
2003). An open source knowledge engineering
environment, Sigma, has been created (Pease and
Benzmueller, 2013), which includes a full first or-
der inference capability, as well as a natural lan-
guage paraphrase capability for logical axioms.

2http://www.ontologyportal.org/
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There are various taxonomies describing polit-
ical events. The earliest event taxonomy for text
analysis, which includes political events, is intro-
duced in the context of the Automatic Content Ex-
traction program (Ahn, 2006) and the following
TAC initiative (Mitamura et al., 2017).

Other outstanding taxonomies in this domain
include the Intrusion Detection Extensible Alert
Taxonomy IDEA (Kdacha, 2014), and the CAMEO
taxonomy (Gerner et al., 2002). Several event
data bases and systems such as GDELT and
ICEWS (Ward et al., 2013) use CAMEO. Although
CAMEO is sometimes referred to as ontology, the
first fully fledged ontology in the domain of polit-
ical events is PLOVER (Halterman et al., 2021),
which includes protests and other political events
as classes. An overview of the existing ontolo-
gies and taxonomies is presented in Balalia et al.
(2021); they also introduce their own ontology,
called COFEE.

The ontologies and taxonomies mentioned so far
refer to the large domain of political event detection.
In contrast, very little work is dedicated specifi-
cally to protest events: Danilova (2015) describes
a model which includes arguments and classes sim-
ilar to the ones we observed. Relevant to our work
is also the multilingual NEXUS event detection
system, which uses linguistic rules, lexicon-based
event classification, and an ad-hoc taxonomy of
event classes to detect protests, riots, and other
conflict events (Piskorski et al., 2007).

Protest events have also been studied by the po-
litical and social sciences. Durusan et al. (2022)
defines the protest as "an action through which
individuals, groups, or organizations voice their
objections, oppositions, demands, or grievances to
a person or institution of authority". According to
Parry (2023), the value of protest consists in mak-
ing a difference; the successful protest being the
one that effects change in line with the protesters’
goals.

Event databases, such as POLECAT (Halterman
et al., 2023), the CAMEO dataset (Salam et al.,
2020) and others represent a bridge between the
world of ontologies and political sciences. They
introduce means for qualitative political studies,
trend analysis and conflict prediction.

3 The model

As pointed out above, the Semantic Interpretations
of Protest Events (SemInPE) model we present



here is based on the Unified Eventity Represen-
tation (UER) theoretical approach and formalism
(Schalley, 2004). In the subsections that follow we
present basic modeling elements and the way they
will be used in the ontology construction.

3.1 Eventity frames

A central modelling element is the EVENTITY
FRAME, which represents the semantics of verbs
as the key lexical encoders of events (or, eventities
in the UER terminology) in texts. The EVENTITY
FRAMES describe the eventity PARTICIPANTS, as
well as their interaction and behaviour. The EVEN-
TITY FRAMES incorporate modelling elements,
each one of which can be specified to a different
degree depending on the concrete task. Figure 1
contains an EVENTITY FRAME TEMPLATE, which,
after binding its parameters, can describe verbs
that typically occur in texts discussing protests like,
for example, bg. protestiram (‘protest’) as used in
sentence (1).

(1) Zsiteli na krivodolskoto selo Osen protesti-
raha sreshtu avtomobilniya trafik.

(Eng.transl.) Inhabitants of the Osen village in the
Krivodol region protested against the automobile
traffic.

In the diagram in Figure 1, there is one promi-
nent PARTICIPANT (the protester) represented by
a PARTICIPANT CLASS stating that the PARTICI-
PANT ROLE is Agent, the PARTICIPANT ontolog-
ical TYPE is Individual, and there is an AT-
TRIBUTE further characterising the participant as
human. The prominent participant’s behaviour is
described in the dynamic core of the EVENTITY
FRAME (denoted by the dashed-outline rectangle
with rounded corners), which contains a STATE-
machine, in this case consisting of an ACTIVE
SIMPLE STATE (ASS) (depicted by the shape with
straight top and bottom arcs, and convex arcs on
the two sides). The ACTIVE SIMPLE STATE (ASS)
denotes activities, actions performed by the promi-
nent participant. The second participant is the rea-
son, the motive, the stimulus® for the protest event.

As pointed out above, the EVENTITY FRAME
in Figure 1 is a TEMPLATE, that is, it includes
a parameter to be bound (indicated by the dash-
outline rectangle in the upper right corner of the
octagon). The parameter can be bound to names

30One would intuitively say the cause for the protest, but
the word cause is deliberately avoided as it is reserved to name
a central modeling element, the cause-SIGNAL
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of the ACTIVE SIMPLE STATE, which refer to basic
concepts like, for example:

ASS = {Protest, Strike, Demonstrate, ... }

The specification of the STATES depends on the
modeling granularity determined for a given rep-
resentation and ranges from underspecification to
different degrees of specification with the help of
clusters of PROPERTIES. The PROPERTIES, which
are part of the metamodel, have values of the ENU-
MERATION or Boolean data type. For example, the
STATE-machine of the verb bg. buntuvam se (’riot’)
can be represented in the way shown in Figure 2.

It should be noted that the STATE-machines
can provide conceptual structuring of different
complexity. They can include modeling devices
like SUBMACHINE STATES or SUBCORE STATES,
which can reference reusable conceptual structures
(or conceptual *macros’) specified elsewhere in the
model. STATE-machines can make use of COMPOS-
ITE STATES, which model processes and can de-
scribe the sequential and concurrent steps in those
processes. The granulated structure of the dynamic
core is beyond the scope of the current paper. Its
development will be reported in follow-up works.

3.2 Participants

The PARTICIPANT CLASSES are selectors for sets
of OBJECTS, which stand for participants appropri-
ate for a given eventity. The metamodel provides
the possibility for building taxonomies of partici-
pants whose modelling elements are at a different
level of abstraction.

The participants belong to different ontological
categories, which are referenced by PARTICIPANT
TYPES merged into a very concise participant type
ontology. This small ontological type hierarchy
contains generalised categories, which roughly de-
termine the kind of modeling elements that are used
to specify the PARTICIPANT CLASSES and the PAR-
TICIPANT OBJECTS as instances of those classes.
The root node of the ontological type hierarchy is
Entity and it encompasses the two top level cat-
egories of Eventity and ITnevent ity®. There
is a small number of sub-levels further down the
hierarchy, but what concerns directly our work here
is that: 1) one of the subdivisions of Ineventity

*Currently, we follow the naming and the definition of the
high-level ontological types as set in the UER (Schalley, 2004).
However, the ontological type hierarchy can be adjusted and
complemented by a particular ontology designer. We envisage
a further development and specification of the ontological

types.



[[x]]/Agent:Individual

ani:Animacy=human

)
-
A
A
\\
‘\
-
A

<<do >>

o
+

-

X

o T

L L L L T N e,

-
-

-

T o i -

Figure 1: EVENTITY FRAME TEMPLATE modeling verbs typical for the topic of protests.

Protest
{isintense=true,

isViolent=true}

Figure 2: Dynamic core of the verb buntuvam se (’riot’)

is the Individual® category, which is the typ-
ical category of protesters, and 2) it is possible
for a participant to be of the Event ity category,
which is a typical type for the reason, the motive
for a protest.

The major discriminators of eventity PARTICI-

31t should be noted that the category Individual does
not stand for the concept of Person but for any entity that
conforms to the ATTRIBUTE {inherentlyBounded = true}
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PANTS are the ATTRIBUTES that characterise them.
The number and type of the ATTRIBUTES that spec-
ify a given PARTICIPANT CLASS can vary depend-
ing on the concrete task. In addition, given AT-
TRIBUTES can stay unspecified depending on the
implementation.

For example, protesters can be characterised by
clusters of ATTRIBUTES as shown in Figure 3.

The values of the ATTRIBUTES in Figure 3 are of
data type ENUMERATION as exemplified in Figure
4.

Looking at the data extracted from news texts in
Bulgarian (see Section 4), we can find several gen-
eral semantic dimensions of reasons for protesting.
Some of the protests belong to a single dimension
(e.g., a political protest against a new government),
others are characterised by features stemming from
more than one dimension (e.g., demands for in-
crease of the salaries of medical personnel, which
concern the social, economic, and health dimen-
sions).

The semantic dimensions are defined as follows:



[[x]1/Agent:Individual

<<intrinsic>>

ani : Animacy=human

citizenship : Country
nationality : Nation
occupation : Occupation
religion : Religion
partyMember : PoliticalParty

Figure 3: Attributes describing a protester participant.

<<enumeration>>
Occupation

medical doctor
nurse

teacher

policeman

power engineer
public administrator

<<enumeration>>
Religion

Christian Orthodox
Christian Catholic

Muslim
Buddhist

Figure 4: Enumerations of attribute values characterising protest participants.

* Political dimension. It is related to the polit-
ical realm of the Parliament, the Presidency,
the government and the governmental admin-
istration, the administration of the regions, etc.

Social dimension. It concerns the rights and
welfare of different social groups, for example,
the status of old people, the education, etc.

Criminal dimension. Criminality, mafia, cor-
ruption, and the rule of law in general are the
protest triggers in this dimension.

Ideological dimension. Here the concerns are
related to ultra right or ultra left movements,
political figures, and similar concerns of the
protesting people related to various ideologies,
which are not acceptable according to them.

Religious dimension. It includes protests stem-
ming from religious convictions, for example,
protests for the rights of the Islamic popula-
tion in China.

* Legislation dimension. Here the demands are
directed in favour or against a new legislation
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or an old legislation, which is in conflict with
certain social realities.

Health dimension. Health is an important con-
cern in society, especially during and after the
COVID pandemic. Various protests target vac-
cines, health insurances, health legislation and
the health system in general. This dimension
is related to the social dimension.

On the basis of the above summarising, for the
Reason participant, we can define PARTICIPANT
CLASSES as exemplified in Figure 5. Examples
of lexical items represented by such a participant
class are: "the President", "the opposition", "the
mafia", "new law", "the COVID masks", etc.

Typically, the Reason participant is of the
ontological type Eventity. It can be as-
signed a sub-division category of Eventity
like Proposition (which encompasses abstract
eventities), State, Process. Except for the
Animacy attribute, which is irrelevant for an
Eventity type of Reason, the attributes in Fig-
ure 5 are valid also for the Eventity type of



Reason:Individual

<<intrinsic>>
ani: Animacy

isPolitical : Boolean
isSocial : Boolean
isEconomic : Boolean
isCriminal : Boolean
isldeological : Boolean
isReligious : Boolean
isLlegislation : Boolean
isHealth : Boolean

Figure 5: Participant kind of reason

Reason. In addition, the Reason Eventity
can be represented, in its own right, in a struc-
tured way. Examples of Reason participants
of the Eventity type are: "increase of prices",
"murder", "firing of workers", "construction", "an-
imal rights violation", "the lack of treatment of
mosquitoes", etc.

Needless to say, the Reason ontological
types are characterised by plasticity, that is, the
Individual and the Event ity types are inter-
changeable. For example, a protest against the Pres-
ident, in one case, can be viewed to be against the
personality of the president, in other case, against
actions of the president.

The semantic representation of protest events
can be enriched by modeling the relations among
the participants, which is the subject of discussion
of the next section.

3.3 Relationships among participants

An EVENTITY FRAME describing a protest event
can incorporate different PARTICIPANTS, which
are in various relationships with one another. The
different aspects of those relationships can be de-
scribed by the ASSOCIATION modeling element, as
well as the ASSOCIATION CLASS, which displays
properties of the ASSOCIATION. The modeling
elements of this kind are a useful device for pro-
viding rich semantic descriptions of the relations
among the different types of participants, which we
illustrate by the examples below.

For a given semantic representation, it would
be necessary to point out the relation of employee
and employer between the participants in a protest
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event as displayed in Figure 6.

The ASSOCIATION CLASS connects the PARTIC-
IPANT CLASSES and defines a set of features that
describe the relationship itself as exemplified in
Figure 7.

4 Data

The first step in preparing our semantic model was
to acquire language objects that serve as instances
of the various semantic classes contained in the
model:

1. We extracted nouns in Bulgarian, whose very
close equivalents in English are "protest”,

"demonstration", " strike", etc.

riot", "

. We identified the verbs that are morpho-
logically and semantically related to those
nouns. For example, the correlative of
the noun bg.protest ('protest’) is the verb
bg.protestiram (’to protest’). Bulgarian is a
language of very rich verb morphology, hence,
specific members of the verb form paradigm
are of interest, in this case, bg.protestirat
(present tense, plural), and bg.protestiraha
(past tense, plural). These verb forms are
frequently used to denote the focus of news
articles describing protest events and convey
meanings related to "actions happening at the
moment", "actions that happened in not dis-
tant past”, and "actions performed by a num-
ber of people".

. We searched for relevant terms in a corpus of
approximately 100,000 news articles in Bul-



Protesters

Employee-of

Company

Figure 6: ASSOCIATION between two PARTICIPANTS.

Workers

Company

Conflict

salary

working time

extra hours work
contract conditions
insurance

Figure 7: ASSOCTIATION CLASS describing the relation of conflict between the participants.

garian gathered by scraping various Bulgarian
news websites in the period 2021-2022.

Then we gathered all the uni- and bi-grams
that appeared in immediate proximity to the
search terms, where only one non-stop word
was allowed between the search term and the
n-gram.

5. We calculated the TEIDF for each n-gram
extracted in this way, and picked out the 500
with the highest TEIDF.

Then we manually identified the terms for the
respective target semantic class in this list of
500 terms adjacent to "protest"”, its synonyms
and hyponyms in the Bulgarian language.

As an additional data source we used the Bul-
garian section of Google News® and downloaded
100 news articles from 2022 and 2023 related to
protests, riots and strikes, and manually extracted
from them additional relevant terms for each se-
mantic class under consideration.

It should be noted that all semantic classes were
extracted from the aforementioned set of terms and
the Google news corpus.

®http://news.google.com
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In this way we extracted the terms for the se-
mantic class PROTEST REASONS (here the En-
glish translations of the Bulgarian lexical items
are given): "construction", "new law", "new order",
"increased prices", "the President"”, "the opposi-
tion", "the conditions", "the mafia", "the ambas-
sador", "the COVID masks", "murder”, "working
conditions", "animal rights", etc. These are protest
reasons, typical for the Bulgarian society. Similarly,
we can deal with the other semantic classes in the
model like CONFLICT, OCCUPATION, RELIGION,

etc.

5 Conclusion

We presented a semantic model, which contains
flexible devices for representing the underlying con-
ceptual structures of protest events. They include
modeling elements defining classes of participants
in the events, types of relationship among the par-
ticipants, as well as the participants behaviour. The
modeling framework of object-orientation proves
to be a convenient tool for building information
structures in language semantics, which can be ad-
justed to serve specific tasks and user demands.
This assertion has been demonstrated by modeling
elements of different degree of abstraction, which
constitute a dynamic system of interrelated seman-



tic classes.

The presented Semantic Interpretations of
Protest Events (SemInPE) model underlies the con-
struction of the protest event ontology for Bulgar-
ian, which is the next step on the way of providing
resources enhancing the text processing in the so-
cial and political domain.
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Abstract

The emergence of social media and e-
commerce platforms enabled the perpetrator
to spread negativity and abuse individuals or
organisations worldwide rapidly. It is critical
to detect hate speech in both visual and tex-
tual content so that it may be moderated or ex-
cluded from online platforms to keep it sound
and safe for users. However, multimodal hate
speech detection is a complex and challeng-
ing task as people sarcastically present hate
speech and different modalities i.e., image and
text are involved in their content. This paper
describes our participation in the CASE 2023
multimodal hate speech event detection task. In
this task, the objective is to automatically detect
hate speech and its target from the given text-
embedded image. We proposed a transformer-
based multimodal hierarchical fusion model to
detect hate speech present in the visual con-
tent. We jointly fine-tune a language and a vi-
sion pre-trained transformer models to extract
the visual-contextualized features representa-
tion of the text-embedded image. We concate-
nate these features and fed them to the multi-
sample dropout strategy. Moreover, the con-
textual feature vector is fed into the BiLSTM
module and the output of the BILSTM module
also passes into the multi-sample dropout. We
employed arithmetic mean fusion to fuse all
sample dropout outputs that predict the final
label of our proposed method. Experimental
results demonstrate that our proposed method
obtains competitive performance and ranked
5™ among the participants.

1 Introduction

Nowadays social media increasingly become pop-
ular means of information sharing because peo-
ple consistently present their concepts, opinions,
thoughts, and breaking news using various plat-
forms including Twitter, Facebook, Reddit, and
Instagram as their real-time behaviour and prac-
tical features. Online abuse and the spreading of

negativity are common practices and important so-
cietal problem that is highly correlated with the
emergence of social media platforms (Parihar et al.,
2021). Analyzing and extracting social media infor-
mation have various benefits as it promotes a safer
online platform, reduces online harassment and
cyberbullying, and reduces harmful and false infor-
mation. However, detecting hate space on social
media content is a complex and challenging task
as people express their information sarcastically
i.e., memes, the multifaceted nature of content, and
multiple modalities are involved. Researchers con-
sider hate speech detection as the text-only task at
the commencement stage (Djuric et al., 2015; Bad-
jatiya et al., 2017; Watanabe et al., 2018). However,
this practice is not effective as people share text-
embedded pictures or memes as well which helps
to understand the real scenario of the content. Es-
sentially, hate speech detection slowly moves to
the visual-textual format named multimodal hate
speech detection (Sabat et al., 2019; Thapa et al.,
2022; Chhabra and Vishwakarma, 2023). Multi-
modal hate speech is now one of the most popular
tasks and developed various methods (Cai et al.,
2019; Gomez et al., 2020; Zhu et al., 2022). Face-
book Al introduce hateful meme challenges (Kiela
et al., 2020) and various teams proposed state-of-
the-art methods (Velioglu and Rose, 2020; Lippe
et al., 2020). Velioglu and Rose (2020) proposed a
winning approach where they utilize VisualBERT
and ensemble learning to detect hateful memes.
Gomez et al. (2020) introduced a large-scale mul-
timodal hate speech dataset of multimodal pub-
lication from Twitter and provided various uni-
modal and multimodal baseline methods. Yang
et al. (2022) proposed a cross-domain knowledge
transfer (CDKT) framework for the multimodal
hate speech detection task where they used a vision-
language transformer as the backbone of the pro-
posed approach. Recently, the Russia-Ukraine is-
sue has been a significant topic of discussion on
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social media platforms and people present their
opinions and thoughts on social media. Bhandari
et al. (2023) proposed a multimodal hate speech de-
tection dataset, CrisisHateMM based on the Russia-
Ukraine crisis on social media. They provide a
multimodal analysis of directed and undirected
hate speech in text-embedded pictures from the
Russia-Ukraine conflict. Thapa et al. (2023) in-
troduce a shared task at CASE 2023 based on the
CrisisHateMM dataset where the participant’s sys-
tem needs to detect hate speech and target from the
given text-embedded image in a multimodal setting.
To tackle this task we propose a transformer-based
multimodal hierarchical fusion approach with the
BiLSTM module and the multi-sample dropout
strategy. Our system obtained competitive perfor-
mance and ranked 5" in both sub-tasks.

We organize the rest of the paper as follows: In
Section 2, we provide detailed descriptions of the
task and dataset. Section 3 describes our proposed
system in the CASE 2023 task 4: multimodal hate
speech event detection task to automatically detect
hate speech and target. In Section 4, we present our
proposed system design with parameter settings
and conduct the results and component analysis.
Finally, we conclude with some future directions
in Section 5.

2 Task and Dataset Description
2.1 Task Description

The task aims to detect hate speech in text-
embedded images on social media and the inter-
net based on the topic of the Russia-Ukraine war.
Text-embedded images were extensively used, both
by the Russian and Ukrainian sides, to dissemi-
nate propaganda and hate speech during the Russia-
Ukraine war. In this task, organizers featured two
subtasks focusing on detecting hate speech and
its target. In subtask A, the objective is to detect
whether a given text-embedded image is hateful or
not. Subtask B aims to detect the targets of hate
speech in a given hateful text-embedded image.

2.2 Dataset Description

The organizers used a benchmark dataset Cri-
sisHateMM (Bhandari et al., 2023) to evaluate the
performance of the participants’ systems at the
CASE 2023 shared task 4 ! (Thapa et al., 2023)
to detect hate speech in text-embedded pictures.

"https://github.com/therealthapa/
case2023_task4

The dataset is collected from social media plat-
forms including Twitter, Reddit, and Facebook
based on the Russia-Ukraine conflict. The dataset
comprises 4486 and 2428 text-embedded images
for subtask A and subtask B, respectively. Sub-
task A comprised 3600 train, 443 dev, and 443 test
text-embedded images and Subtask B consisted of
1942 train, 244 dev, and 242 test text-embedded
images. The dataset statistics of subtask A: hate
speech event detection and subtask B: target detec-
tion are presented in Table 1 based on each task’s
labels. For subtask B, text-embedded images are
annotated for community, individual and organiza-
tion targets whereas subtask A is annotated for the
hate and non-hate labels. Moreover, texts are ex-
tracted from the text-embedded images using OCR
with the Google Vision API 2.

3 Proposed Framework

Transformers models learn the necessary informa-
tion about the relationship between words effec-
tively. We employed the pre-trained transformers
model with the BILSTM module and a training
strategy to detect the hate speech of text-embedded
images in a multimodal setting. The overview of
our proposed transformer-based framework is de-
lineated in Figure 1.
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Figure 1: Overview diagram of our proposed method
for multimodal hate speech detection

Given a text-embedded image, we extract the
text from the image. We fed the extracted text and

https://cloud.google.com/vision/docs/
ocr
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Category Subtask A Subtask B
Hate ‘ Non-Hate | Individual ‘ Community ‘ Organization
Train 1,942 1,658 823 335 784
Dev 243 200 102 40 102
Test 243 200 102 42 98
Total | 2428 | 2,058 1,027 417 984

Table 1: The statistics of the used dataset in CASE 2023 shared task 4 across all subtasks.

text-embedded image into a language model and
a vision pre-train transformer model to extract the
visual-contextualized embedding features, respec-
tively. We concatenate these feature vectors to get
the multimodal unified representation of the image-
text pair. Although, contextualized embedding fea-
tures are fed into the BiLSTM module to learn
the long-term contextual dependency that helps
the model to effectively capture the hate informa-
tion present in the context. A multi-sample dropout
strategy is employed on top of both multimodal and
BiLSTM module outputs to improve the generaliza-
tion ability and robustness leading to performance
enhancement. Later, we utilise an arithmetic mean
fusion to get the final prediction of our proposed
approach.

3.1 Transformers Model

We fine-tuned the BERT transformers model to
extract the contextualized features representation
of text. ViT transformers model is employed to
capture the visual information in the given image.

3.1.1 BERT

BERT (Devlin et al., 2018) stands for bidirectional
encoder representations from transformers, is a new
method of pre-training sentence representations
which achieves state-of-the-art results on many
NLP tasks including question-answering, text clas-
sification, and sentence-pair regression. Itis trained
on a large corpus of unlabelled text which includes
the entire Wikipedia (that’s about 2500 million
words) and a book corpus (800 million words). We
take advantage of the BERT fast tokenizer and bert-
base-uncased model with fine-tuning to learn a
768-dimensional textual feature vector of the ex-
tracted text from the text-embedded image. It is
composed of 12 transformer blocks, a hidden size
of 768, and 110M parameters with a vocabulary of
30K tokens in the embedding layer.

3.1.2 ViT

The vision transformer (ViT) (Dosovitskiy et al.,
2020) is a transformer encoder model (BERT-like)
pre-trained on a large collection of images in a
self-supervised fashion. ViT split an image into
patches and flatten the patches to produce lower-
dimensional linear embeddings from the flattened
patches. Add positional embeddings and feed the
sequence as an input to a standard transformer
encoder. Image patches are the sequence tokens
like words. The encoder block is identical to the
original transformer architecture. It is utilized
ImageNet-1k, at a resolution of 224x224 pixels
and fixed-size patches with a resolution of 16x16.
We employ the ViT model’s facebook/dino-vitb16
checkpoint trained using the DINO method to ex-
tract the visual features of the given image.

3.2 BiLSTM Module

We employed a BiLSTM layer (Brueckner and
Schulter, 2014) on top of the BERT model’s textual
representation that helps the model capture and
enriches textual information presented in the ex-
tracted text. The BiLSTM module is strong enough
in capturing long-range dependencies in sequential
data that result in more informative feature repre-
sentations. Multimodal hate speech detection is a
text-dominant task hence BERT transformer model
with BiLSTM-based effective textual representa-
tion could benefit in understanding hate informa-
tion present in the text-embedded image that will
lead to the improved performance of unified multi-
modal architecture. Here, BILSTM can effectively
learn the long-term contextual dependency from
the BERT transformer model’s textual representa-
tion in our approach.

3.3 Multi-sample Dropout Strategy

Different training strategies improved the perfor-
mance of the transformers model. In this pa-
per, we use a multi-sample dropout training strat-
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egy (Inoue, 2019). To improve the accuracy of
the transformer-based multimodal hierarchical fu-
sion network, we utilise the multi-sample dropout
technique. Although, it improves the generaliza-
tion ability and accelerates the training of base
model (Inoue, 2019). We employed this technique
in two stages. Firstly, we employ multi-sample
dropout after the multimodal features vectors. Sec-
ondly, we fed the BiLSTM module output to the
multi-sample dropout. This hierarchical fusion
helps the model to learn the context effectively.
In multi-sample dropouts, we duplicate the fea-
tures vector of the multimodal and BiLSTM mod-
ule output after the dropout layer, while sharing the
weights among these duplicated fully connected
layers. To obtain the final loss, we calculate the
loss for each sample, and then the sample losses are
leveraged using the arithmetic mean-based fusion.

Parameter Optimal Value
Learning rate 3e-5
Max-len 128
Number of epochs 5
Batch size 8
Manual seed 42
Dropout 0.6,0.7,0.8

Table 2: Proposed model hyperparameters settings for
CASE-2023 task 4 shared task.

4 Experimentals and Evaluations

4.1 Experimental Settings

We now describe the details of our experimental set-
tings and the hyper-parameter settings with the fine-
tuning strategy that we have employed to design our
proposed multimodal approach for the CASE 2023
shared task 4. We finetune state-of-the-art Hug-
gingface (Wolf et al., 2019) transformer models in-
cluding BERT 3 and DINO Vit * model for this task.
We used all models as the base size in this work.
We concatenate the training and development data
during the model training phase. We implement
our proposed method using PyTorch (Paszke et al.,
2019). We used the CUDA-enabled GPU of the
Google Colaboratory (Bisong and Bisong, 2019)

*https://huggingface.co/
bert-base-uncased

*https://huggingface.co/facebook/
dino-vitblé

platform and set the manual seed = 42 to gener-
ate reproducible results. We obtained the optimal
parameter settings of our proposed model based
on the performance of the development set which
is articulated in Table 2. We use a multi-sample
dropout training strategy on top of the unified rep-
resentation of multimodal and multigenre tasks. To
determine the optimal dropout values, we searched
over the set {0.1, 0.2, - - -, 0.9} and found the best
dropout range was 0.6 to 0.8 based on our experi-
mental results on the development set. We used the
default settings for the other parameters.

4.2 Evaluation Measures

To evaluate the performance of participants’ lexical
complexity prediction systems, CASE 2023 task 4
organizers used different strategies and metrics for
sub-task A and sub-task B (Thapa et al., 2023). For
both sub-task, standard evaluation metrics includ-
ing precision, recall, F1-score and accuracy were
applied to estimate the performance of a system.
However, the macro-averaged F1 score is consid-
ered as the primary evaluation measure for both
subtasks of this task.

4.3 Results and Analysis

In this section, we analyze the performance of our
proposed CSECU-DSG system in the CASE 2023
multimodal hate speech event detection shared task.
We used the full training set and validation set for
training our proposed model and also the validation
set for hyperparameter tuning.

The comparative performance of our proposed
CSECU-DSG system on subtask A hate speech
detection test data against other selected partici-
pants’ systems is presented in Table 3. We have
seen that our proposed method achieved a 0.8248
F1 score and 0.8262 accuracy and ranked 5% in
sub-task A based on the macro-averaged F1 score.
Our proposed approach surpasses the CLIP model
baseline (Bhandari et al., 2023) method by 8.23%
and obtains competitive performance. This vali-
dates the effectiveness of our proposed method in
the multimodal hate speech detection task.

The comparative performance of our proposed
CSECU-DSG system on subtask B target detection
against other selected participants’ systems and
baseline method is presented in Table 4. In the tar-
get detection task, our method achieved a 0.6530 F1
score and a 0.6901 accuracy score. Our proposed
method outperforms the baseline method by 5.82%
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Team Recall Precision F1 score Accuracy Rank
CSECU-DSG 0.8252  0.8244 0.8248 0.8262 5th
Participants system performance on subtask A
ARC-NLP (Sahin et al., 2023) 0.8567  0.8563 0.8565 0.8578 Ist
bayesiano98 (Thapa et al., 2023) 0.8562  0.8528 0.8528 0.8233 2nd
DeepBlueAl (Thapa et al., 2023) 0.8356  0.8335 0.8342 0.8352 4th
Avanthika (Thapa et al., 2023) 0.7878  0.7881 0.7880 0.7901 7th
rabindra.nath (Thapa et al., 2023) 0.7768  0.7842 0.7788 0.7833 9th
GT (Thapa et al., 2023) 0.5219  0.5219 0.5219 0.5260 11th
Baseline (CLIP) (Bhandari et al., 2023) - 0.7860 0.7980 -

Table 3: Comparative results with other selected participants and baseline on Subtask A: Hate speech detection. The
teams are ranked based on the macro-averaged F1 score. Our team name is CSECU-DSG.

Team Recall Precision F1 score Accuracy Rank

CSECU-DSG 0.6525  0.6575 0.6530 0.6901 5th
Participants system performance on subtask B

ARC-NLP (Sahin et al., 2023) 0.7636  0.7637 0.7634 0.7934 Ist
bayesiano98 (Thapa et al., 2023) 0.7330  0.7554 0.7410 0.7727 2nd
IIC_Team (Thapa et al., 2023) 0.6894  0.7105 0.6973 0.7231 3rd
DeepBlueAl (Thapa et al., 2023) 0.6462  0.6648 0.6525 0.6983 6th
Ometeotl (Thapa et al., 2023) 0.5648  0.6793 0.5677 0.6405 7th
ML_Ensemblers (Thapa et al., 2023) 0.4444  0.4888 0.4332 0.5289 Oth
Baseline (CLIP) (Bhandari et al., 2023) - 0.6150 0.6840 -

Table 4: Comparative results with other selected participants and baselines on Subtask B: Target detection. The
teams are ranked based on the macro-averaged F1 score. Our team name is CSECU-DSG.

and is ranked 5™ in this task leaderboard > in terms
of primary evaluation measure macro-averaged F1
score. This validates the potency and applicability
of our proposed method in the target detection task.

4.4 Discussion

To estimate the contribution of the BiLSTM mod-
ule and multi-sample dropout training strategy in
our proposed approach for multimodal hate speech
event detection task, we performed the component
ablation study. In this regard, we first removed
the multi-sample dropout training strategy, the
BiLSTM module, and both multi-sample dropout
strategies at each time and repeated the experiment.
The results of our ablation study are reported in Ta-
ble 5. We first report our team’s CSECU-DSG per-
formance and then the other method’s performance

Shttps://codalab.lisn.upsaclay.fr/
competitions/13087#results

Method Subtask A Subtask B
CSECU-DSG 0.8248 0.6530
-MSD 0.8164 0.6462
- BILSTM 0.8143 0.6441
- MSD+BiLSTM 0.8065 0.6207

Table 5: The ablation study of our proposed method
based on the test dataset in CASE 2023 shared task 4
across all subtasks. The result is reported in terms of
primary evaluation measure macro-averaged f1 score.
MSD stand for multi-sample dropout.

based on the macro-averaged F1 score. It shows
that when removing the multi-sample dropout strat-
egy the results decrease on average 1% and remov-
ing the BiLSTM module from the proposed method
leads to a decrease in the results of 1.3% in terms
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of macro-averaged F1 score. We observed 2.2%
performance decreases in subtask A and 3.7% per-
formance decreases in subtask B based on macro-
averaged F1 score when we remove both the BiL-
STM module and multi-sample dropout strategy
at a time which deduced the contribution of the
multi-sample dropout training strategy and BiL-
STM module components in our model.

5 Conclusion and Future Work

In this paper, we present an approach to automat-
ically identify hate speech in multimodal settings
using fine-tuned transformers models fusion archi-
tecture. We employ a BiLSTM module on top of
the language model to handle the long-term depen-
dencies present in the context. Moreover, we use
the multi-sample dropout training strategy to speed
up training and get better generalization ability. Ex-
perimental results demonstrated the efficacy of our
proposed transformer-based method, where the hi-
erarchical fusion of transformer variants with the
BiLSTM module and multi-sample dropout predic-
tion helped us to obtain competitive performance
and ranked 5" in both subtasks in the CASE 2023
shared task 4: multimodal hate speech event detec-
tion.

Further research will be conducted on other large
transformers models with a unified architecture of
two or more. However, the classes of the dataset are
imbalanced, so the weighted average fusion strat-
egy of different models may be exploiting better
context for hate speech from multimodal content
effectively.
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Abstract

Cause-effect relationships play a crucial role
in human cognition, and distilling cause-effect
relations from text helps in ameliorating causal
networks for predictive tasks including natu-
ral language-based financial forecasting, text
summarization, and question-answering. How-
ever, the lack of syntactic clues, the ambiva-
lent semantic meaning of words, and complex
sentence structures make it one of the challeng-
ing tasks in NLP. To address these challenges,
CASE-2023 introduced a shared task 3 with
two subtasks focusing on event causality identi-
fication with causal news corpus. In this paper,
we demonstrate our participant systems for this
task. We leverage two transformers models in-
cluding DeBERTa and Twitter-RoBERTa along
with the weighted average fusion technique to
tackle the challenges of subtask 1 where we
need to identify whether a text belongs to ei-
ther causal or not. For subtask 2 where we
need to identify the cause, effect, and signal
tokens from the text, we proposed a unified neu-
ral network of DeBERTa and DistilRoBERTa
transformer variants with contrastive learning
techniques. The experimental results showed
that our proposed method achieved competitive
performance among the participants’ systems
and achieved 4™ and 3" rank in subtasks 1 and
2 respectively.

1 Introduction

A causal relation is a semantic relationship be-
tween two arguments known as cause and effect,
where the occurrence of one (cause argument)
incurs the occurrence of the other (effect argu-
ment). Causal relation extraction from text is also
known as the study of causality extraction (CE)
which gain attention in different domains including
Biomedical, media, emergency management (Bui
et al., 2010; Balashankar et al., 2019; Qiu et al.,
2017), etc. Such causal relation plays an important
role in various contemporary NLP tasks including

question-answering (Q/A), product recommenda-
tion based on user comments, and other textual
entailments (Yu et al., 2022; Yang et al., 2022).
However, the implicit causal relationship between
sentences, numerical connectives impact, and am-
bivalent semantic meaning of the text make CE one
of the most challenging tasks in NLP.

Subtask 1

Sentence Label
He said he was about 100 metres away 0
when he witnessed the attack.
It has organised a political convention 1
to mobilise support to secular forces.
Subtask 2

Text: In 2009, riots broke out in the capital,
Urumqui, and in their wake, mass arrests were
made and many Uyghurs were imprisoned.
Label: OO B-CI-CI-CI-CI-CI-CO O B-S I-S
[-SB-EI-EI-EI-EI-E I-E I-E I-E I-E

Table 1: Example of sub-task 1 and subtask 2 where
subtask 2 labels are converted into BIO format, C =
Cause, E = Effect, and S = Signal.

To address these challenges of event causality
identification in texts, Tan et al. (2023) introduced
a shared task 3 at the CASE-2023 workshop. The
task is composed of two subtasks including a causal
event classification task (subtask 1) and a cause-
effect-signal span detection task (subtask 2). In
subtask 1, participants ask to build an automatic
system to classify a given text whether it contains
a causal event meaning or not. Subtask 2 introduce
different challenges for participant it aims to iden-
tify the cause, effect, and signal spans of that given
text. To demonstrate a clear view of the task defini-
tion, we articulate a few examples from Subtask 1
and Subtask 2 in Table 1.

Prior work on event causality identification has
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et al., 2022), but those methods are either well per-
formed for subtask 1 or subtask 2 problems but
limited to well performed on both problems at the
same time. In order to overcome this limitation, we
proposed generalized architecture for both types of
tasks. Where we fuse two different transformers
models including DeBERTa and Twitter RoBERTa
or DistilIRoBERTa with different fusion techniques.
We utilize the prediction level late fusion technique
for subtask 1 whereas, for subtask 2 we use the fea-
ture level early fusion technique. Although these
switching in place of transformers and fusion tech-
niques help us to achieve competitive results in the
competition. Moreover, we utilized unsupervised
contrastive learning to address the spans section
more precisely for subtask 2.

Accordingly, the remaining sections of the paper
are organized as follows: Section 2 introduces our
proposed system in CASE 2023 for automatically
identifying causal events from given text, while
Section 3 presents our system design, parameter
settings, and primary evaluation measures. Addi-
tionally, in this section, we also discuss our results
and performance analysis. Finally, we conclude
with some future directions in Section 4.

2 Proposed Method

In this section, we describe our proposed approach
for CASE 2023 task 3, subtask 1 and subtask 2.

[

Figure 2: Our proposed model for subtask 2.

The overview of our proposed framework for sub-
task 1 is depicted in Figure 1. To extract the di-
verse contextual features from the text, we employ
two transformer models including DeBERTa (He
et al., 2021a) and one of ROBERTa variants Twit-
ter_RoBERTa (Barbieri et al., 2020). Later, a linear
feed-forward layer is utilized in each model to es-
timate the probability score of each class. Finally,
for the effective fusion of the scores, we take the
weighted arithmetic mean of the prediction scores
of these models. A class that contains the highest
probability scores is considered the final label.

On the other hand for subtask 2 we utilized two
different transformer models DeBERTa and Dis-
tilRoBERTa independently to exploit cause-effect
and signal span features respectively. Then we con-
catenate both transformers model features and feed
to a stacked BiLSTM network to distill long-term
relations among the tokens. Followed by the BiL-
STM network we incorporate a max-pooling and
classifier layer to predict tokens label. To improve
system performance we calculate the contrastive
loss for cause-effect token classification whereas
we utilized cross-entropy loss for signal token clas-
sification since it may or may not contain in text.
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However, Figure 2 illustrates our proposed method
for subtask 2.

2.1 Transformer Model

DeBERTa! (He et al., 2021b) stands for decoding-
enhanced BERT with disentangled attention. It
improves the BERT and RoBERTa models using
disentangled attention mechanism and enhanced
mask decoder. We used the enhanced version
of the DeBERTa model named DeBERTaV3 (He
et al., 2021a). To improve the DeBERTa model,
the DeBERTaV3 model used ELECTRA style pre-
training where replacing mask language modeling
(MLM) with the replaced token detection (RTD).
It also used the gradient-disentangled embedding
sharing (GDES) method to share the embeddings
with the discriminator. These significantly im-
proved the performance of the DeBERTa model in
downstream tasks. Motivated by this, we employ
Huggingfaces’ (Wolf et al., 2019) implementation
of microsoft/deberta-v3-base checkpoint to extract
the feature representations of the sentence.

We also employ the Twitter RoBERTa? (Barbi-
eri et al., 2020), a RoBERTa-base model trained on
58M tweets, described and evaluated in the Tweet-
Eval benchmark. In our proposed framework, we
use its to capture the diverse semantic features from
short input text effectively. Moreover, in subtask 2
we used another transformer model DistilRoBERTa
to extract word-based contextual representation to
learn low-level features from the text. However, our
experiments finds that DistilIRoBERTa performed
well in subtask 2 compare with Twitter ROBERTa.
We utilize DistilRoBERTa base® (Sanh et al., 2019)
model which is finetuned on conell-03 dataset.

2.2 BIiLSTM

BiLSTM (Brueckner and Schulter, 2014) stands for
bidirectional long short-term memory which is an
extended version of recurrent neural network. Bil-
STM employs two LSTM modules to distill inter
and intra-relational structure from text using for-
ward and backward feature learning strategy. In my
proposed method, we employ the BiILSTM module
with fused transformer features to overcome the
shortfall of the transformer modules and extract the
long-term causal relations from the text.

"https://huggingface.co/microsoft/deberta-v3-base

“https://huggingface.co/cardiffnlp/twitter-roberta-base-
sentiment

3https://huggingface.co/philschmid/distilroberta-base-
ner-conll2003

Unsupervised contrastive learning achieve ex-
cellent success on different nlp tasks in recent
times (Wang and Liu, 2021). We average each
cause or effect span logit’s logarithmic probabil-
ity score using log(Softmax(z)) to calculate the
loss.

2.3 Fusion Techniques

To enhance the performance of individual models
or address model limitations, fusion is an effective
strategy. In our proposed framework, we also em-
ploy two different types of fusion strategies for the
proposed method of subtask 1 and subtask 2. For
subtask 1, we employ late fusion, i.e. prediction
level fusion, whereas in subtask 2 we employ early
fusion strategy, i.e. feature level fusion. We uti-
lized a weighted average of DeBERTa and Twitter-
RoBERTa model predictions for late fusion where
weights were 0.6 and 0.4 respectively.

3 Experiment and Evaluation

In this section, we now describe the dataset and
hyper-parameters settings with the finetuning strat-
egy that we have employed to design our proposed
system for the CASE 2023 shared task 3.

3.1 Dataset Description

The organizers used the Causal News Cor-
pus(CNC) (Tan et al., 2022b), a benchmark dataset
published in LREC-2022 to evaluate the perfor-
mance of the participants’ systems at the CASE
2023 event causality shared task. The dataset for
subtask 1 is same as CASE 2022 (Tan et al., 2022a)
but this time subtask 2 dataset is enlarged as com-
pared to the previous version, the current version
extended 160 to 1981 sentences, 183 to 2754 causal
relations in total.

3.2 Experimental Setting

We now describe the details of our experimental
settings and the hyper-parameter settings with the
fine-tuning strategy that we have employed to de-
sign our proposed CSECU-DSG system for the
CASE 2023 event causality identification shared
task. In our CSECU-DSG system, we utilize three
state-of-the-art Huggingface transformer models
with fine-tuning, including DeBERTa, Twitter-
RoBERTa,and DistilRoBERTa. We use simple-
transformers API (Rajapakse, 2019) to implement
our proposed system for subtask 1. We use the
train and development data during the model train-
ing phase. We used the CUDA-enabled GPU and
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Subtask 1

Team Name F1 Score Accuracy Recall Preision
DeepBlueAl (1) 0.8466 0.8466  0.8613 0.8324
rpatel12 (2) 0.8436 0.8409 0.8728 0.8162
timos (3) 0.8375 0.8324  0.8786  0.8000
CSECU-DSG (4) 0.8268 0.8239  0.8555 0.8000
elhammohammadi (5)  0.8245 0.8125  0.8960 0.7635
Subtask 2
timos (1) 0.7279 - 0.6398  0.8442
tanfiona (2) 0.5971 - 0.5918  0.6025
CSECU-DSG (3) 0.3796 - 0.3612  0.4000

Table 2: Comparative performance with other selected participants. For subtasks 1 and 2 F1 scores denote binary

and macro F1 scores, respectively.

set the manual seed = 4 to generate reproducible
results. We obtained the optimal parameter settings
of our proposed model based on the performance
of the development set and we used the default set-
tings for the other parameters. In Subtask 2, we
utilized augmented data provided by the organizer
to train our model. The learning rate was 3e-05,
batch size = 8, and we train the model for 10 epochs.
The primary evaluation measure for both subtasks
was the F1 score.

Method F1 Score  Accuracy Recall Preision
CSECU-DSG .8588 .8588 8919 .8549
— Twitter-RoBERTa  .8470 .8470 8756  .8481
— DeBERTa .8538 .8538 8972 .8469

Table 3: Individual component performance of our pro-
posed method based on the development dataset of sub-
task 1.

3.3 Result and Analysis

The comparative results of our proposed CSECU-
DSG system along with other top-performing sys-
tems (Tan et al., 2023) in subtasks 1 and 2 are
presented in Table 2. Following the benchmark of
CASE-2023 event causality identification subtask
1, participants’ systems are ranked based on the pri-
mary evaluation metric F1 score where we see that
our CSECU-DSG ranked 4" and 3™ in subtasks 1
and 2 respectively.

However, in subtask 1 our proposed system per-
formance is relatively closer to top-performing sys-
tems which deduces the effectiveness of our sys-
tem for causal event identification. On the other
hand in subtask 2, though our system ranked well,

still there are some limitations such that our model
can predict only a single label for a single token
whereas it may be a multi-labeled (cause or effect
and signal) token which may hamper the system
performance. In Table 3, we provide the individ-
ual component performance of our CSECU-DSG
model of subtask 1. Where we can observe that
the DeBERTa model is relatively well performed
than the Twitter-RoBERTa which motivates us to
employ a different transformer model in place of it
for subtask 2.

4 Conclusion and Future Work

In this paper, we present two approaches to identify-
ing causal events and extraction of causal relations
from text. For the identification task, we proposed a
unified neural network of two finetuned transformer
models including DeBERTa and TwitterRoBERTa
with a late-fusion technique. Similarly, for the ex-
traction task, we utilize two transformers models
but this time we incorporate the DistilRoBERTa
model instead of the TwitterRoBERTa. Here, we
design our model differently, we use DeBERTa
with contrastive learning to train the cause-effect
spans of text whereas DistilRoBERTa is used to
train the signal span. Then we utilized an early
fusion technique and pass the fused features to
max-pooling and the final classifier label to get the
predictions.

In the future, we intend to explore the challenges
of nested causality extraction task where we will
design a model to predict the multi-label of a single
token at a time.
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Abstract

Event extraction from textual data is an NLP
research task relevant to a plethora of domains.
Most approaches aim to recognize events from
a predefined event schema, consisting of event
types and their corresponding arguments. For
domains such as disinformation, where new
topics frequently emerge, there is a need to
adapt such a fixed schema of events to accom-
modate new types of events. We present NEXT
(New Event eXTraction) - a resource-sparse
approach to extend a close-domain model to
novel event types, that requires a very small
number of annotated samples for fine-tuning
performed on a single GPU. Furthermore, our
results suggest that this approach is suitable not
only for the extraction of new event types but
also for the recognition of existing event types,
as the use of this approach on a new dataset
leads to improved recall for all existing events
while retaining precision.

1 Introduction

Event extraction from text is a research task with
applications in a wide range of domains (Liu et al.,
2021), including finance (Sheng et al., 2021a),
social (Ritter et al., 2012; Kunneman and Van
Den Bosch, 2016), biomedical (Wei et al., 2020)
and security (Tanev et al., 2008).

The goal of the event extraction task is to deter-
mine the event type, extract the trigger - the most
relevant word to the event, as well as any event
arguments - other words and phrases relevant to the
event (Liu et al., 2021). This is often approached
as a closed-domain problem where the model aims
to detect events from a predefined event schema
consisting of a fixed set of event types and their cor-
responding argument types (Sheng et al., 2021b).
In contrast, when the set of event types is not fixed
or is not completely known at the onset, an open-
domain approach is more suitable (Liu et al., 2019).

We explore the task of event extraction within
the field of fake news and disinformation as a

closed-domain problem. Nonetheless, the highly
dynamic nature of the field implies that a methodol-
ogy for easy extension of an existing closed domain
event extraction approach to new event types is nec-
essary. Ideally, such methodology would perform
well with a small number of annotated samples, as
producing a large annotated dataset for each newly
emerging event type would be a very long and ex-
pensive process.

In this paper, we present a work-in-progress
methodology which satisfies the requirements men-
tioned above. We select an existing model and ex-
tend it for a novel event type identified in fake news
debunks with minimal resources when it comes to
annotated data. We present how we define and an-
notate a new event, followed by how we fine-tune
an existing model. Next, we provide a detailed anal-
ysis of how well the model learns the new event
type, as well as how well it retains the ability to
predict the event types for which it was previously
trained.

2 Related Work

Event extraction is a widely studied topic and many
different approaches towards it exist. Li et al.
(2022) identify two main paradigms to solving
the event extraction task - the pipeline paradigm,
where event type, trigger and argument classifica-
tion are done in sequence (Zhao et al., 2018; Chen
et al., 2015; Li et al., 2020), and the joint paradigm,
where event and arguments are classified simulta-
neously (Sheng et al., 2021b; Wadden et al., 2019;
Yang et al., 2019). The latter paradigm prevents
error propagation from one classification sub-task
to the next. Other notable approaches to event
extraction are as a classification task (Zhao et al.,
2018; Chen et al., 2015), question answering task
(or machine reading comprehension task) (Li et al.,
2020; Zhou et al., 2021; Lu et al., 2023), sequence
labelling task (Sheng et al., 2021b; Wadden et al.,
2019) or sequence-to-structure generation task (Lu
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et al., 2021). Another interesting approach to the
event detection task is the presented in Peng et al.
(2023) reinforcement learning one.

Lu et al. (2021) point out that most event ex-
traction methods, among them pipeline and joint
paradigm approaches, apply a decomposition strat-
egy where event extraction sub-tasks are solved
independently and their results are then combined
to predict the whole event entity. This strategy
has some drawbacks, such as the need for annota-
tions for different sub-tasks and the difficulty of
composing an optimal architecture for different
sub-tasks. Lu et al. (2021) addresses both of these
by modelling all sub-tasks in a uniform sequence-
to-structure generative model called Text2Event,
which extracts events from a text in an end-to-end
manner. Another advantage of the model is being
able to easily transfer to new event types.

In our study we aim to find a transferable low-
resource solution to event extraction, such that it
adapts well to new corpora and new event types
with small amounts of annotated data and can be
run on a single GPU. While there are other ap-
proaches to event extraction with little annotated
data such as semi-supervised (Zhou et al., 2021;
Huang and Ji, 2020), few-shot (Lai et al., 2020;
Deng et al., 2020) and zero-shot (Huang et al.,
2018; Lyu et al., 2021; Yue et al., 2023) learning,
we chose the Text2Event model for its reported
high performance in both supervised and transfer
learning settings. For these purposes we extend the
Text2Event model (Lu et al., 2021) with a novel
event type by fine-tuning it on a small annotated
sample set and then evaluate how well the model
retains its performance on its original event types
on a novel dataset of fake news debunks.

3 Data

3.1 Exploratory data analysis

For the purposes of the present research we work
with a database of fake news debunks. We have
extracted a total of 78,246 short documents in dif-
ferent languages, where each document is a fact-
checked claim. Most claims are one to two sen-
tences in length but can go up to a few paragraphs.
We used SpaCy' to filter claims in other languages,
resulting in 42,555 claims in English. Addition-
ally, we split these claims into 54,280 individual

'https://spacy.io/

Table 1: Results from running the Text2Event
dyiepp_ace2005_en_t_large pre-trained model on our
datasets of whole claims and individual sentences

Whole claims Sentences
No event 32,967 43,259
At least one event 9,588 11,021
Single event 6,509 8,602
Multiple events 3,079 2,419
All documents 42,555 54,280

sentences, using a sentence tokenizer from NLTK?.

As afirst step, we want to know what event types
from widely used taxonomies can be recognized in
this data, as it has no labels regarding events. To
achieve this we ran the dyiepp_ace2005_en_t_large
version of Text2Event? (which comes pre-trained
on the ACE 2005 dataset*) on our dataset of claims
and also on the dataset of individual sentences from
claims. We aim to find out what events from the
ACE 2005 taxonomy are present and in how many
documents’. The number of documents with rec-
ognized events is presented in Table 1. In both
settings in only around one-fifth of the documents,
there is at least one recognized event.

Figure 1 shows the numbers of documents con-
taining predictions for the top 10 most recognized
event types, using whole claims and sentences as
input respectively.
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Figure 1: Number of documents containing predictions
for the top 10 most recognized event types

https://www.nltk.org/api/nltk.
tokenize.html

*https://github.com/luyaojie/
Text2Event

*https://catalog.ldc.upenn.edu/
LDC2006T06

>When we write a document, we refer to an entity in the
dataset, i.e. either a whole claim or a sentence, depending on
the dataset.
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3.2 New event type definition and annotated
dataset creation

As the domain of our dataset is fake news and dis-
information we define a new "Cure-Claim" event
type which is of relevance to this particular area. A
Cure-Claim event can be described as the act of stat-
ing whether something is a cure for a given medical
condition or disease. We extracted 637 Cure-Claim
candidate samples by selecting claims containing
likely triggers (e.g. "cure", "treat", "heal"). Next,
we defined the following seven arguments of the
Cure-Claim event (step "Define new event annota-
tion rules" on Figure 2):

* Source makes the claim;

* Cure is the remedy;

* Condition is what is treated by the cure;
* Patient is helped by the cure;

e CureCreator created the cure;

* CureAdministrator applies the cure.

An example of a document, mentioning the
Cure-Claim event, is the following:

"Multiple posts shared repeatedly on Face-
book claim that drinking tea made with pep-
per stems is effective in preventing or curing
Covid-19. The claim is false; the Association
of Korean Medicine said there is no scientific
evidence to support the claim."

Here, the first sentence is the event extent. Cur-
ing is the event trigger, and "Multiple posts shared
repeatedly on Facebook", "drinking tea made with
pepper stems" and "Covid-19" are event arguments,
respectively Source, Cure and Condition.

Due to the limited resources for annotation that
we had, we selected 65 of these claims (around
10%) for manual annotation. Based on the official
ACE event guidelines®, we developed extensive an-
notator guidelines specifically for annotating Cure-
Claim events. Following this, each document was
annotated by three independent annotators, where
the agreement between the majority was taken as
final annotations. The resulting dataset contains
65 documents, of which 54 (83%) contain a Cure-
Claim event. After performing sentence segmen-
tation we obtain 74 sentences, of which again 54
(73%) contain a Cure-Claim event.

®https://shorturl.at/DEFV4

ACE 2005 | CCD
Documents 599 65
Sentences 16,372 74
Triggers 5,272 54
Arguments 9,612 147
Avg. no. triggers per event type 159.75 54
Med. no. triggers per event type <100 54
Avg. no. sentences per document 2733 | 1.14

Table 2: Comparison between ACE 2005 and novel
Cure-Claim event dataset (CCD)

Comparison of statistics for the ACE 2005
dataset (as reported in Yang and Mitchell (2016))
and our annotated dataset for the Cure-Claim event
are presented in Table 2.

3.3 Finding & for k-shot learning

We are interested in whether fewer than 74 anno-
tated sentences would be sufficient to fine-tune the
model for a new event type. To explore this, we
use four different data splits of the type X/Y, where
X is the percentage of training documents and Y is
the percentage of test documents out of our anno-
tated dataset. The data splits in question are 20/80,
40/60, 60/40 and 80/20.

4 Model

4.1 Text2Event overview

Text2Event (Lu et al., 2021) is a sequence-to-
structure generative model that uses a transformer-
based encoder-decoder architecture (Vaswani et al.,
2017) to generate whole event structures from text
in an end-to-end manner. The model is trained
on the ACE 2005 and ERE datasets for English
documents.

Text2Event is shown to perform well in transfer
learning. The authors demonstrate fine-tuning on
new event types on a separate subset of the same
corpus. In contrast, we take the model pre-trained
for the existing 33 event types on the whole ACE
2005 English dataset and fine-tune it for a new
event type on a new corpus with different statistics
from ACE 2005 (such as document length).

Text2Event can be trained or fine-tuned using
substructure learning - the model learns separate
substructures such as “(type, trigger words)” and
“(role, argument words)”, full structure learning
- the whole event structure is learned at once, or
curriculum learning, which combines the two.
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4.2 Fine-tuning approach

We fine-tune the dyiepp_ace2005_en_t_large
model which is pre-trained on the whole ACE 2005
English dataset on one NVIDIA RTX A5000 GPU.

We forgo substructure learning and use full struc-
ture learning only to fine-tune the model on the new
event type. We use a learning rate of le-4 and a
batch size of 16.

Given the small number of annotated training
samples we use 5-fold cross-validation and com-
pare the mean results of the models fine-tuned for
different numbers of epochs (30, 100, 300 and
500) and on different train/test dataset splits (20/80,
40/60, 60/40 and 80/20).

Figure 2 illustrates our approach to annotated
dataset creation and to using this dataset for fine-
tuning the model.

5 Evaluation

5.1 Cross-validation experiments

We compare the performance of the fine-tuned mod-
els using precision, recall and F1-score on three
subtasks: event type classification, trigger classifi-
cation and argument classification. Definitions of
true/false positives/negatives for trigger and argu-
ment classification are provided in the Appendix.

Table 3 contains the mean results from our cross-
validation experiments. We first fine-tuned a model
for 30 epochs which scored 0 on all metrics across
all data splits. We then increased the number of
fine-tuning epochs to 100 and more.

We first observe that when fine-tuned for larger
number of epochs both event and trigger classifi-
cation require as little as 12 samples to achieve
the same level of precision as with four times as
many samples. Recall, however, is poorer with
fewer samples and improves significantly as the
train set size increases. With 60 annotated sam-
ples the model learns to retrieve over 90% of the
annotated Cure-Claim events.

Next, we examine the results for argument clas-
sification. We report separately scores for the cases
when Cure-Claim events are predicted with the
correct trigger (Correct-Trig-Arg-C columns) and
when Cure-Claim events are predicted but with a
wrong trigger (Wrong-Trig-Arg-C columns). Over-
all, both precision and recall tend to improve as the
train set size increases, although drops in perfor-
mance for the larger train set sizes are observed.

Compared to event type and trigger classification
argument classification requires larger number of

annotated training to achieve high precision, recall
and F1 scores.

Standard deviations of the reported scores for
Event-C, Trig-C and Correct-Trig-Arg-C range
from 0.006 to 0.15 with only one outlier of 0.48.
For Wrong-Trig-Arg-C the standard deviations
range from 0.06 to 0.48, which could be due to
this group being fairly smaller than the rest.

In addition to these results, in Figures 3 and 4 we
also compare the number of additional argument
classification mistakes from either false negative
or false positive trigger classification cases. In the
former case an event is annotated but not predicted,
so all annotated arguments are counted as false
negatives (Figure 3). In the latter case no event
is annotated but one is predicted, so all predicted
arguments are counted as false positives (Figure
4). We observe that as the train set size increases
and the event classification precision and recall
improve, the number of false positive or negative
event predictions drops and so do consequently the
corresponding false positive or negative argument
predictions.

For all event classification subtasks the perfor-
mance of the fine-tuned models increases with in-
crease of the epoch count - the best results are
generally reported for models fine-tuned for 500
epochs. Also, in most cases a bigger train set leads
to better results. The biggest improvement in per-
formance with increasing the training set size is
observed for the models fine-tuned for 100 epochs.
The models fine-tuned for 30 epochs output no sig-
nificant results. All other models perform similarly
when fine-tuned on the largest training set.

5.2 Cure-Claim prediction precision on
broader dataset

We next fine-tuned the baseline model on the whole
annotated dataset for the Cure-Claim event for 100
and 500 epochs. We evaluate the performance of
the models on 2 broader datasets - the full dataset
and a filtered subset with Cure-Claim candidate
documents (10 times larger than our annotated
dataset). For each dataset we manually evaluate
60 samples per model - half predicted only by that
model and half predicted by both models. Compar-
ing the two models by precision on those samples
and by number of predictions made allows us to
estimate whether performance worsens with more
epochs (step "Estimate overfitting on new event
type" in Figure 2).
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Figure 2: Steps towards building an annotated dataset

and using it to fine-tune model on new event type

Model Event-C Trig-C Correct-Trig-Arg-C | Wrong-Trig-Arg-C

split P R F1 P R F1 P R F1 P R F1
2 20/80 | 0.00 0.00 0.00 | 0.00 0.00 0.00|0.00 0.00 0.00 | 0.00 0.00 0.00
é 40/60 | 0.60 0.02 0.04 | 0.60 0.02 0.04 | 030 0.60 040 | 0.00 0.00 0.00
o 60/40 | 0.83 0.84 0.82|0.76 0.83 078 | 0.54 0.75 0.63 | 0.75 083 0.79
S 80/20 | 0.84 0.83 0.83 [ 0.78 0.82 080|052 0.72 059 | 0.67 0.70 0.68
2 20/80 | 0.87 0.65 0.73]0.75 0.62 066|038 050 043 | 024 044 0.31
é 40/60 | 0.80 0.78 0.79 | 0.71 0.76 0.73 | 0.60 0.74 0.64 | 043 0.76 0.55
S 60740 | 0.86 0.75 0.80 | 0.80 0.74 0.76 | 0.53 0.70 0.60 | 0.83 0.88 0.85
S 80/20 | 0.84 0.83 0.84 | 0.80 0.82 081|053 0.73 0.61 | 0.60 0.60 0.60
2 20/80 | 0.85 0.69 0.75]0.72 0.66 0.68 | 048 0.60 0.53 | 032 054 040
é 40/60 | 0.82 0.81 0.81 | 0.71 0.78 0.74 | 056 0.71 0.62 | 048 0.79 0.59
o 60/40 | 0.88 0.83 0.85|0.83 0.82 082|055 074 0.63 1.00 1.00 1.00
R 80/20 | 0.86 092 0.89 | 0.77 092 0.84 | 0.57 0.76 0.64 | 0.93 1.00 0.96

Table 3: Mean Precision (P), Recall (R) and F1-score for

Cure-Claim event, trigger and argument classification

(Event-C, Trig-C, Arg-C) for various train/test splits and number of fine-tuning epochs. Results for model fine-tuned
for 30 epochs not shown as it scored O on all metrics across all train/test splits.

== mean FN, 30 epochs === === mean FN, 100 epochs == mean FN, 300 epochs
= = mean FN, 500 epochs

150

100

50

20_80

Figure 3: Number of false negative arguments for Cure-
Claim event type across dataset splits and fine-tuning
epochs

== mean FP, 30 epachs === === mean FP, 100 epochs == mean FP, 300 epochs
== = mean FP, 500 epochs

20_80 4060 6040 80 20
Figure 4: Number of false positive arguments for Cure-
Claim event type across dataset splits and fine-tuning

epochs
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Figure 5: Estimated precision of event type classifica-
tion on the filtered subset and the full dataset of fake
news debunks for input provided as sentences and as
claims.

Figure 5 shows the resulting estimates for preci-
sion of Cure-Claim event-type classification on the
filtered subset and the full dataset. Both NEXT100
and NEXT500 achieve over 0.9 precision for the
Cure-Claim event on the filtered subset samples,
both when the sample is a whole claim and an
individual sentence. These results surpass the mod-
els’ precision in the earlier cross-validation experi-
ments (Table 3) for all train/test splits on a larger
evaluation set (60 samples per model).

On the other hand, precision drops significantly
for both models on the samples from the whole
dataset. For these more diverse samples we see that
both fine-tuned models perform better when the
input is provided as individual sentences. However,
we also note that NEXT100 is more precise.

Figure 6 shows the fraction of predicted Cure-
Claim events made by each fine-tuned model. We
see that almost all predictions made on the filtered
subset are made by both fine-tuned models. On
the broader dataset, however, NEXT500 makes
about 50% more predictions for Cure-Claim events
than NEXT100. This, combined with the above-
mentioned drop in precision of NEXT500 shown
in Figure 5, suggests overfitting for NEXT500.

5.3 Opverlap in original event types predictions
between baseline and fine-tuned models

An essential part of the model fine-tuning is to
assure that the model has not worsened its perfor-
mance on the event types it was previously trained
on. We don’t have access to the annotated dataset
with all event types that Text2Event was trained
on, so to examine whether the fine-tuned model
has retained the abilities of the original one, we
compared their performance on the whole dataset
of fake news debunks consisting of 42,555 claims

B 100 & 500 ®mOnly S00 = Only 100

subset as claims

full set as claims

full set as sentences

0 010203040506070809 1

Figure 6: Fraction of predicted Cure-Claim events by
each model on the filtered subset and the full dataset of
fake news debunks for input provided as sentences and
as claims.

and 54,280 sentences respectively. We compare
the number of predictions per event type from the
baseline model and the fine-tuned models, as well
as the overlap of predicted events between any two
or all three models.

Figure 7 shows that for the top 10 most common
events the fine-tuned models predict many more
event occurrences compared to the baseline model.

6000 = -
g m Baseline model

5000 NEXT100

u NEXT500

>
Yo, I 5%
£

g
o
4000 5
3000 2
g
- e
R 5y & 2 3
2000 0 cg2 <3 ~ £ =g
2 =m~  WE 8, 2 = s
< B 8 28 < 2
= g g = = =
& s 3
1000 e - - = c2
THHHHE
. I8 Bl ml m
& O

& A < A ~ N A < N
> & & & K &\o & & «\o
£ P <& X < 23 © A B
v Q S % o > O
v 2 < < <
o < Q- < “
& < & K & &
& < 5 ¥
<& @

Figure 7: Number of documents containing predictions
by baseline model, NEXT100 and NEXTS500 (using
sentence as input)

Figure 8 shows that for all event types almost all
predictions by the baseline model are also predicted
by the fine-tuned models, with NEXT100 having a
higher overlap compared to NEXT500.

Another way to explore these overlaps is shown
in Figure 9 where for each event type we can see
what fraction of all predictions were made by all
three models, by a particular pair of models, or
by an individual model. We can observe that over
half of all predictions either overlap between all
three models or between the two fine-tuned models.
Unlike the other two models, NEXT100 produces
a significant number of predictions not matched by
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Figure 8: Number of documents containing predictions
by baseline model and overlapped with NEXT100 and
NEXT500 (using sentences as input)
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Figure 9: Overlap in event predictions between models
(using sentences as input). For each event type the bar
shows what fraction of predictions are made by all three
models, by two of the models, or by a single one.

any of the other models. It is also worth noting
that all predictions made by NEXT100, whether in
agreement with other models or not, account for
over 90% of all predictions.

Results of model evaluatuation on whole claims,
rather than individual sentences, are very similar
and figures and tables are included in the appendix.

5.4 Comparing precision of original event
types predictions between baseline and
fine-tuned models

For each event type we sample up to 20 predictions
for each overlap subset (individual models, pairs
of models, all models). For each prediction, we
manually evaluated whether the corresponding doc-
ument contains an event of such type, regardless
of whether the trigger prediction is also correct.
The resulting estimates for event type classification
precision are given in Table 4. The estimated preci-
sion scores for individual models are obtained by
combining the estimates over all relevant subsets
(e.g. for the baseline model we add the number of

correct predictions from only baseline, baseline &
NEXT100, baseline & NEXT500 and all models)
and are shown in Table 5.

5.5 Estimating recall of original event types
predictions for baseline and fine-tuned
models

We are unable to calculate recall and F1-score as
those would require knowing the total number of
positive samples for each event type for our fake
news debunk dataset.

However, the precision of sampled predictions
not made by the baseline model (i.e. made either
by a single or by both fine-tuned models only) is
on-par with the precision of sampled predictions
made by the baseline model (usually also predicted
by one or both of the fine-tuned models).

We can thus reason that the fine-tuned models
not only retain the baseline model’s recall but im-
prove on it 2- to 4-fold, since for all event types
the fine-tuned models generate two to four times as
many predictions, as already shown in Figure 8.

6 Discussion

Our proposed approach NEXT to extend an exist-
ing event schema with new event types has a few
advantages, but also limitations.

A notable advantage of this approach is that a
dozen annotated samples are sufficient for achiev-
ing high precision given a sufficient number of
fine-tuning epochs. Learning good recall, however,
is a more challenging task and requires a larger
number of samples - about 50.

Fine-tuning the model also does not require
significant computational resources. All reported
experiments were performed on a single CUDA-
enabled GPU. Each fine-tuning of an individual
model took a few minutes.

As expected, we observe that fine-tuning for
many epochs leads to overfitting on the new event
type. Namely, the precision of predictions for the
new event type decreases with a larger number of
epochs, while the number of predictions grows si-
multaneously. This problem can be mitigated by
pre-filtering the sentences or claims on which the
model is used, with a rule as simple as checking
whether they contain likely triggers for the event
type (e.g. "cure", "treat", "heal" for Cure-Claim
events), as seen in Figure 5. Another solution
would be to adopt a voting approach by consid-
ering only predictions made by both NEXT100 and
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Event type only base only 100 only 500 | base & 100 base & 500 100 & 500 | all models
Attack 0.65 0.70 0.60 0.70 0.90 0.80 0.95
Die 0.95 1.00 1.00 1.00 1.00 1.00 1.00
Elect 1.00 0.85 0.83 1.00 1.00 1.00 1.00
Demonstrate 1.00 0.90 0.87 0.95 1.00 0.95 1.00
Transport 0.95 1.00 0.95 0.90 1.00 1.00 1.00
Arrest-Jail 0.83 0.85 0.80 1.00 0.50 0.90 1.00
End-Position 1.00 0.90 0.85 1.00 1.00 1.00 0.95
Transfer-Money 0.80 0.85 0.80 0.77 1.00 1.00 1.00
Meet 1.00 1.00 1.00 1.00 0.00 1.00 1.00
Start-Position 1.00 0.90 1.00 1.00 1.00 0.95 1.00

Table 4: Event type classification precision on subsets of sampled predictions made by individual models (baseline,

NEXT100 or NEXT500) or by two or all models.

Event type Base NEXT100 NEXT500
Attack 0.91 0.84 0.87
Die 1.00 1.00 1.00
Elect 1.00 0.99 0.99
Demonstrate 1.00 0.98 0.98
Transport 0.99 0.99 1.00
Arrest-Jail 1.00 0.93 0.95
End-Position 0.95 0.95 0.97
Transfer-Money | 0.99 0.97 0.98
Meet 1.00 1.00 1.00
Start-Position 1.00 0.95 0.97

Table 5: Event type classification precision on sam-
pled predictions for baseline, NEXT100 and NEXT500
models.

NEXT500 models (or majority rule if a third fine-
tuned model is used as well) as predictions shared
between models tend to be more accurate compared
to predictions made by individual models (Table
with comparison is available in the Appendix).

Despite the large number of fine-tuning epochs
for the new event type, this approach retains the
model’s capability of predicting existing event
types. We showed that the majority of such predic-
tions made by the baseline Text2Event model are
also made by the fine-tuned models. Furthermore,
the fine-tuned models generate two to four times
as many predictions as the baseline model. This
has only a minor effect on precision - a small drop
in performance compared to the baseline model
can be observed in Table 5. The largest drops in
precision are by 0.07 for NEXT100 (Attack and
Arrest-Jail) and 0.05 for NEXT500 (Arrest-Jail).

We attribute this rise in recall to the baseline
model not having been trained or fine-tuned on
samples from our claim debunks dataset. Though
this dataset consists of texts from the same do-

main as ACE2005 (news media / publishing), the
datasets differ on other parameters such as the av-
erage number of sentences per text. We observe
that a few annotated samples for fine-tuning on one
event type are sufficient to boost recall of all other
event types.

7 Conclusion and further work

In this work we presented an approach to extend
an existing event schema with new event types for
closed-domain event extraction. Our approach uses
a very small number of annotations containing full
event structures (event type, trigger and arguments
are all annotated).

The proposed approach also leads to improve-
ment in the recall of existing event types, on which
the model was pre-trained while retaining precision.
It can thus be used not only to fine-tune the event
extraction model for a new event type but to also
simultaneously fine-tune the model for the existing
event types on a new dataset without the need for
annotation for all event types.

An interesting direction for future research
would be evaluating whether this boost in perfor-
mance would also be observed when the task is
transferred to a dataset from a less related domain,
e.g. biomedical, manufacturing, energy, etc. Fur-
ther pre-training might also be of interest.

In terms of evaluation, it would be interesting
to explore how our proposed approach compares
to alternatives, such as open-domain approaches.
Also, more documents from the initial dataset could
be annotated for the original event types, in order
to obtain a clearer picture of the baseline’s model
performance on them.
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A Appendix

A.1 Keywords

For the building of the Cure-Claim event type
dataset, we have used the following keywords:

* cure, cures, cured, curing

heal, heals, healed, healing

* treat, treats, treated, treating, treatment, treat-
ments

* remedy, remedies
* relieve, relieves, relieved, relieving
* boost, boosts, boosted, boosting

In addition to the listed above keywords, the
following ones were identified as triggers during
the annotation process: stop, kill, prevent, regular.

A.2 Trigger classification evaluation

We classify trigger prediction as follows:

* TP (true positive) - event is annotated and
prediction matches its type and trigger;

* TN (true negative) - no event is annotated and
no event is predicted;

» FP (false positive) - no event is annotated but
one is predicted OR event is annotated but
predicted trigger does not match;

* FN (false negative) - event is annotated but
none is predicted.

A.3 Argument classification evaluation

We consider the following four different scenarios:

1. An annotated event is predicted with the cor-
rect trigger.

2. An annotated event is predicted, but with a
wrong trigger.

3. There is an annotated Cure-Claim event, but
none is predicted. In this case we count the
event and all its annotated arguments as false
negatives.

4. There is no annotated Cure-Claim event, but
one is predicted. In this case we count the
event and all its predicted Cure-Claim argu-
ments as false positives.

For the first two scenarios we report mean preci-
sion, recall and F1-score. In both cases we classify
the argument prediction as follows:
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* FN (false negative) - there is no argument pre-

diction that matches an annotated argument’s  Figure 12: Overlap in event predictions between models

type and/or span. (using whole claims as input). For each event type the

bar shows what fraction of predictions is made by all

We don’t report true negative predictions for argu-  three models, by two of the models, or by a single one.
ment classification.

When event is annotated, but not predicted, we

. Input NEXT100 only NEXT500 only both

count all annotated arguments as false negative full set as sentences 0.53 033 0.60
predictions. When event is not annotated, but is full set as claims 0.50 0.27 047
dicted 1 dicted fal subset as sentences 0.83 0.87 0.93
predicted, we count all predicted arguments as false subset as claims 0.88 083  1.00

positive predictions.
Table 6: Event type classification precision for Cure-
A.4 Additional results of baseline and Claim predictions made by NEXT100 only, NEXT500

fine-tuned models comparison only, or both models.
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Figure 10: Number of documents containing predictions
by baseline model, NEXT100 and NEXT500 (using
claims as input)
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Figure 11: Number of documents containing predictions
by baseline model and overlapped with NEXT100 and
NEXT500 (using claims as input)
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Abstract

The scarcity of data poses a significant chal-
lenge in closed-domain event extraction, as is
common in complex NLP tasks. This limitation
primarily arises from the intricate nature of the
annotation process. To address this issue, we
present a multi-task model structure and train-
ing approach that leverages the additional data,
which is found as not having any event informa-
tion at document and sentence levels, generated
during the event annotation process. By incor-
porating this supplementary data, our proposed
framework demonstrates enhanced robustness
and, in some scenarios, improved performance.
A particularly noteworthy observation is that
including only negative documents in addition
to the original data contributes to performance
enhancement. When training the model with
only 80% of the original data alongside nega-
tive documents, the outcome closely paralleled
employing the entire original data set without
any negative documents. Our findings offer
promising insights into leveraging extra data
to mitigate data scarcity challenges in closed-
domain event extraction.

1 Introduction

Closed-domain event extraction is a specialized
task in Natural Language Processing (NLP) that
focuses on automatically identifying and extracting
specific events or occurrences from text within a re-
stricted domain, such as biomedical research, finan-
cial markets, political events, or sports (Xiang and
Wang, 2019; Parolin et al., 2021). It plays a crucial
role in capturing and categorizing relevant events,
their attributes, and relationships, enabling appli-
cations such as information retrieval (Abuleil and
Evens, 2004), trend analysis (Cheng et al., 2022;
Wang et al., 2012), and knowledge base construc-
tion (Schrodt and Idris, 2014; Hiirriyetoglu et al.,
2021; Jenkins et al., 2023). However, despite the
advancements in NLP models, the scarcity of anno-

Ali Hiirriyetoglu
KNAW Humanities Cluster DHLab
Oudezijds Achterburgwal 185, 1012DK
Amsterdam, the Netherlands

ali.hurriyetoglu@dh.huc.knaw.nl

tated data poses a persistent bottleneck in achieving
accurate and reliable event extraction models. The
limited availability of annotated data, crucial for
training and evaluating such models, hinders their
performance and generalizability (Caselli et al.,
2021; Hu et al., 2022).

The annotation process plays a vital role in event
extraction, requiring domain experts to meticu-
lously label relevant events and their associated
attributes. However, this process is often labor-
intensive, time-consuming, and expensive (Puste-
jovsky and Stubbs, 2012). The complexity and
diversity of event types further complicate the task,
as events can vary in structure, context, and repre-
sentation. Moreover, the need for inter-annotator
agreement adds to the complexity, requiring mul-
tiple annotators to reach a consensus on the event
labels. These challenges contribute to the limited
availability of annotated data, restricting the per-
formance and generalizability of event extraction
models.

To overcome the data scarcity challenge, we pro-
pose a model structure and training schema that
harnesses the additional data generated as a natural
by-product of the annotation process. Specifically,
we utilize coarse-grained data that classifies docu-
ments or sentences as containing an event or not,
as shown in Table 1. The first example shows the
inherent document and sentence labels in a token-
annotated document, while the second example is
a document with no event information. This data
can be easily generated from already annotated
documents for event extraction, and one could eas-
ily gather more samples without token-level an-
notations. Labeling such data is relatively pain-
less, effectively circumventing most of the afore-
mentioned issues with annotating event extraction
documents. Thus, achieving a higher data quality
is considerably cheaper and easier. We analyze
the trade-off between using token annotations and

124

Proceedings of the 6th Workshop on Challenges and Applications of Automated Extraction of Socio-political Events from Text,
pages 124-135, Varna, Bulgaria, Sep 7, 2023.

https://doi.org/10.26615/978-954-452-089-2_017


https://doi.org/10.26615/978-954-452-089-2_017

Document
No

Sentence
No

Sentence

Sentence
label

Document
label

1

He said the union had already send a statutory letter
to the Uber office here in connection with the strike.

Negative

The leaders of the union also said the
local taxi drivers had launched an attack against the

online taxi drivers at the airport.

Positive

The online taxi drivers have been having a tough
time for the last one year.

Negative

Uber and Ola are two prominent online taxi service
providers in Kochi.

Negative

Earlier, some trade unions representing local taxi
operators had come out in protest against the
online taxi networks such as Uber and Ola.

Positive

Positive

Tributes paid to Field Marshal Cariappa, students
sing prayers at his ‘samadi’

Negative

Madikeri: Rich tributes were paid to the late Field
Marshal K.M.Cariappa at “Roshanara” here, where

Negative

2 his “samadhi” is located, to observe the birth
anniversary of one of the great soldiers of the
country.

Negative

Prayers in different languages were rendered by
students of the Bharatiya Vidya Bhavan-Kodagu
Vidyalaya (BVB-KV) and family members of the
late Field Marshal.

Negative

Table 1: A table that consists of 2 sample documents from ACL CASE 2021 shared task. The first document is
positive and token-annotated. The second document has no event information, therefore negative. The event triggers

are shown in bold, and event arguments are underlined.

coarse-grained labels, evaluating performance vari-
ations with different ratios of these data types.

In our training schema, we incorporate the extra
coarse data as two auxiliary tasks alongside the
main event extraction task: document binary classi-
fication and sentence binary classification. By uti-
lizing this supplementary data, our approach aims
to augment the training set and enhance the per-
formance and robustness of the event extraction
model. The integration of this additional data has
yielded promising results, effectively addressing
the limitations caused by the lack of annotated data
in closed-domain event extraction.

This study contributes to the field by providing
a practical solution to the data scarcity problem in
closed-domain event extraction. By leveraging the
extra data generated during the annotation process,
we strive to advance the state-of-the-art in event
extraction, paving the way for more accurate and
efficient systems across various domains. The out-
comes of our research have potential implications
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for numerous downstream applications, ultimately
benefiting various sectors that rely on event extrac-
tion for knowledge extraction and decision-making
processes (Hogenboom et al., 2016).

The following section provide a brief overview
on studies related to our study. Next we provide de-
tails of the multi-task model and the data we utilize
for our experiments in Sections 3 and 4 respectively.
The experimental setting is described in Section 5
in terms of a baseline and three experiment sets.
We report results of our experiments in Section 6
and summarize our findings in Section 7.

2 Related Work

The performance of event extraction has been sig-
nificantly depended on the amount of relevant
data utilized for creating an event extraction sys-
tem (Chen and Ji, 2009; Hsu et al., 2022). The
variety of the data contributes to the performance
and generalizability of an event extraction system
as well (Yoriik et al., 2022).
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Figure 1: The main structure of the multi-task model. After creating embeddings for each sentence in the document
(see Figure 2), these are sent through a bi-GRU to get a context-aware representation for each sentence and a single
representation for the whole document. The losses for the document and the sentences are obtained by passing these

embeddings through their respective classification layers.

The design of an event extraction system is an-
other major determiner of the performance (Pei
et al., 2023). The design should be able to utilize
and encode as much as information available in
the data for the target task. Consequently, syntax-
oriented rule creation (Fleissner and Fang, 2012;
Oostdijk et al., 2016), joint learning (Chen et al.,
2018), multi-task learning (drissiya El-allaly et al.,
2021), and pre-trained architectures (Yang et al.,
2019) have been developed and successfully ap-
plied in many event extraction scenarios.

We follow these approaches both for data by
increasing the size and variety of the data and
benefiting from multi-task learning that is based
on pre-trained architectures. Although in differ-
ent domains, both Rei and Sggaard (2019) and
Tong et al. (2021) are highly similar to our ap-
proach. They both adopt a multi-task structure
within a joint learning framework, leveraging data
at multiple levels of granularity. However, our ap-
proach diverges from theirs primarily in terms of
incorporating document-level information, along-
side sentence-level. An innovative aspect of our
study is the revelation that integrating negative doc-
uments substantially augments performance and
robustness, particularly in scenarios with limited
data availability.

3 Model Structure

To solve event extraction tasks using deep learning
techniques, they are commonly approached as to-
ken classification problems. In token classification,
each word or token in the input text is assigned
a label indicating its role in the event extraction
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process. One popular labeling scheme is the BIO
format (Ramshaw and Marcus, 1995), which stands
for “Beginning, Inside, and Outside.” In this format,
each token is labeled as either B-event, I-event, or
O. The B-event label denotes the beginning of an
event mention, the I-event label indicates that the
token is inside the event mention, and the O label
signifies that the token is outside any event men-
tion. By converting the event annotations into the
BIO format, deep learning models can be trained
to recognize and classify tokens based on their in-
volvement in events, facilitating the automated ex-
traction of important information from text.

The model structure is designed to effectively
leverage document and sentence-level information,
alongside the main task of token classification, in a
coherent manner. To achieve this, our model' pre-
dicts labels and trains on all three levels simultane-
ously, enabling comprehensive learning. Inspired
by Scopelt (Patra et al., 2020), our multi-task archi-
tecture, illustrated in Figure 1, enables the creation
of representations for tokens, sentences, and doc-
uments to then put these through the respective
classification layers for each task. We build on
their model structure by adding the facilities for
the token classification task. So, our model trains
on the two auxiliary tasks, document and sentence
classification tasks, in addition to the primary token
classification task.

The model processes each sentence, with its split
tokens, using a transformers-based encoder? to ob-

"https://github.com/OsmanMutlu/ms_
thesis

https://huggingface.co/



tain representations for individual tokens. To ad-
dress the limited input problem of the encoder, each
sentence is processed independently. Within each
sentence, a bidirectional Gated Recurrent Unit (bi-
GRU) (Cho et al., 2014), dubbed intra-sentence
bi-GRU, is employed to further enhance token rep-
resentations and generate a representation for the
entire sentence by concatenating the last hidden
states from both directions of the bi-GRU. These
sentence embeddings are further enriched with con-
textual information by passing them through a sec-
ond bi-GRU, named inter-sentence bi-GRU. Addi-
tionally, a single representation for the entire docu-
ment is obtained by concatenating the last hidden
states from the inter-sentence bi-GRU in both di-
rections. Each representation, whether for tokens,
sentences, or documents, is then passed through
their respective classification layers to calculate the
corresponding losses. The document and sentence
tasks employ binary cross-entropy loss, while the
token task utilizes categorical cross-entropy loss.
The losses from each task are combined, yielding
a final loss value for backpropagation (Rumelhart
et al., 1986).

It is important to note that we maintain a con-
sistent model structure across all our experiments,
even if document or sentence loss is not calculated
in certain scenarios. This ensures a standardized
approach and facilitates fair comparisons across
different variations of the model.

Token

represepniations _
Categorical

Shared
BERT Encoder

token

—> >
—> 0>
—>O0->
Sentence
L_)-} representation
(concatenation of
final hiddens)

Figure 2: Each sentence of the document goes through
a shared transformers-based encoder and a bi-GRU to
produce embeddings for each token and the sentence.
A categorical cross-entropy loss is calculated for each
token after passing their embeddings through a classifi-
cation layer.

4 Data

We leverage the data provided by the ACL CASE
2021 shared task (Hiirriyetoglu et al., 2021), which
focuses on detecting protest events in the languages
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English, Portuguese, Spanish, and Hindi. The
shared task encompasses four sequential steps, rep-
resenting different stages of a real-world event ex-
traction pipeline (Durusan et al., 2022). For our
experiments, we specifically utilize a subset of the
English training data from subtask four, along with
the corresponding English test data.

The training data consists of 717 token-
annotated documents. These annotations were dis-
tributed in BIO format, meaning there are no over-
lapping labels for any individual token, effectively
turning this task into token classification. The test
set, which remains the same across all experiments
since token classification serves as the primary task,
includes 179 token-annotated documents. The dis-
tribution of token labels for the training and test
sets is outlined in Table 2.

4.1 Inherent coarse-grained data

As mentioned earlier, our training schema takes
advantage of the additional data inherent in the
token-annotated documents. From a document clas-
sification perspective, the training set contains 717
positive documents, as all documents have at least
one token annotation. Conversely, there are no neg-
ative documents. Regarding sentence classification,
out of 14.06 sentences on average per document,
29% are positively labeled as they contain at least
one token annotation. This translates to 2,893 posi-
tive and 7,191 negative sentences. It’s worth noting
that the statistics for the test set are irrelevant for
coarse-grained data, given that token classification
is the primary task.

4.2 Negative documents

Some of our experiments (explained in section 5)
uses extra data that is not any part of the original
717 token-annotated documents. This extra data
is sourced from subtask 1 of the same shared task
and consists of 717 negatively labeled documents,
indicating the absence of token annotations. These
negative documents emerge as a by-product of the
annotation process. When selecting documents for
token-level annotation, the non-selected ones in-
advertently contribute to the creation of negative
documents. This set of 717 negative documents
were randomly selected out of 7,412 negative doc-
uments in training set of subtask 1.



etime | fname | organizer | participant | place | target | trigger
Train | 1,071 | 1,089 1,187 2,435 1,436 | 1,334 | 4,096
Test | 260 224 223 542 313 286 929

Table 2: The distribution of token labels for the training and test sets of subtask 4 of ACL CASE 2021 shared task.

5 Experimental Setup

Aside from the baseline, we conducted three main
sets of experiments to address three key research
questions, with each subsequent set incorporating
additional data. In the first set, we utilized the
inherent coarse-grained data available in token-
annotated documents. In the second set, we in-
troduced negative documents to balance the pos-
itive ones and further explored the effects of the
document classification task. In the third set, we
removed some of the 717 documents to be used
as extra coarse-grained data without token annota-
tions.

For each experiment set, we conducted three
experiments based on different combinations of
losses in addition to the token classification loss:
only sentence classification loss (variation 1), only
document classification loss (variation 2), and both
sentence and document classification losses (vari-
ation 3). This approach allowed us to assess the
individual effects of each auxiliary task introduced.
Although some weights of the model may not up-
date in certain cases due to the architecture, we
maintained the same model for all experiments to
ensure fair comparisons. Each experiment was
run three times to calculate average performance
and standard deviation scores. Additionally, we
gradually decreased the amount of data in each ex-
periment to measure the influence of data size on
model performance.

Listed below are the parameters employed for
our model. It’s important to note that no parameter-
specific experiments were conducted to fine-tune
these values. They remain consistent throughout
all experiments, thereby minimizing the potential
impact of parameter variations. The selection of
these parameters was driven by pragmatic consid-
erations, encompassing factors such as data size,
GPU capacity, and practical feasibility. The param-
eter settings are as follows:

* Number of training epochs: 30

* Pretrained transformers model:  sentence-
transformers/paraphrase-xIlm-r-multilingual-v1
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* Learning rate for the encoder: 2e-5

* Learning rate for the general model: 1e-4 (same
as Scopelt)

* Batch size of documents: 16

* Maximum num of sentences in a document: 200
* Maximum token length of a sentence: 128

* Number of GRU layers: 2

* Size of GRU hidden layer: 512

* Development data: random selection of 10%
from the training data

Baseline:

As for the baseline, our model was trained using the
717 span-annotated documents. It’s important to
note that for the baseline model, the inter-sentence
bi-GRU and MLPs for document and sentence clas-
sification did not train, as we solely utilized the
loss for the primary task. However, the same model
structure was retained to facilitate a fair compari-
son. To evaluate our experiments, we use a Python
implementation 3 of the original 4 conlleval eval-
uation script, which we simply refer to as the F1
score.

Experiment Set 1:

In Experiment Set 1, we focused on the inherent in-
formation present in token annotations, aforemen-
tioned in Section 4.1, without incorporating any
additional coarse-grained data. This allowed us to
measure the impact of introducing auxiliary tasks
to the baseline model without modifying the exist-
ing data. This reference point was important for
comparing loss variations in the other two experi-
ment sets and determining whether the fine-grained
task of token classification inherently encompasses
the coarser tasks during training.

*https://github.com/sighsmile/

conlleval, accessed on July 6, 2023.
*www.cnts.ua.ac.be/conl12000/chunking/
conlleval.txt, accessed on July 6, 2023.



Experiment Set 2:

Experiment Set 2 addressed the limitation of in-
troducing the document classification task in the
baseline model, where all 717 token-annotated doc-
uments were positive. To balance out the positive
documents and mitigate the training challenges, we
introduced negative documents obtained from an-
other subtask of the same shared task as mentioned
in Section 4.2. As this change only affected the cal-
culation of document classification loss, there was
no need to repeat this experiment for loss variation
1 (only sentence classification loss).

Experiment Set 3:

Finally, in Experiment Set 3, we investigated the ef-
fects of including extra coarse-grained data. To sim-
ulate a real-world scenario where researchers de-
cide how many documents to annotate, we modified
the data size reduction scenario. Instead of com-
pletely discarding a certain percentage of the data,
we utilized that percentage of documents as extra
training data for the sentence and document classi-
fication tasks. This experiment set aims to answer
the following question; in a scenario where token-
annotated data is small, and the training curve does
not indicate data saturation for token classification,
would easy-to-label coarse-grained data improve
the model performance?

6 Results and Discussion
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Figure 3: Results from experiment set 1. The black
line in each bar indicates the standard deviation. “sent”,
“doc,” and “sent+doc” is for variation 1, 2, and 3 for loss
calculation, respectively.

Experiment Set 1:

The results obtained from the initial experiment set,
depicted in Figure 3, closely align with our baseline
performance, with minor fluctuations attributable
to the standard deviation from three runs. Notably,
we observe that incorporating document and sen-
tence classification tasks alone does not yield any
improvement in the absence of new data introduced
to our model. This suggests that during training for
the token classification task, the internal representa-
tions of our model already encompass the essential
information for coarser tasks.

Experiment Set 2:
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Figure 4: Results from experiment set 2. The black
line in each bar indicates the standard deviation. “sent”,
“doc,” and “sent+doc” is for variation 1, 2, and 3 for loss
calculation, respectively.

Figure 4 illustrates a clear improvement in re-
sults, particularly evident when the data size is re-
duced to at least 80%. The introduction of negative
documents to balance the positive ones is responsi-
ble for enhancing the model’s performance. Since
acquiring negative documents is relatively straight-
forward — they naturally arise during the document
selection process for token-level annotations — this
method offers a quick and effective way to boost
existing event extraction models. This outcome rep-
resents a significant finding from our experiments;
even in documents with no information related to
events, the model can still exhibit improvements.

Experiment Set 3:

Figure 5 demonstrates a substantial overall gain.
Notably, we observe that with only 60% of the
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Figure 5: Results from experiment set 3. The black
line in each bar indicates the standard deviation. “sent”,
“doc,” and “sent+doc” is for variation 1, 2, and 3 for loss
calculation, respectively.

717 documents token-annotated, and the remain-
ing 40% having only document and sentence la-
bels, we still achieve results comparable to hav-
ing all documents token-annotated. Additionally,
a general trend emerges, indicating that as token-
annotated data decreases and extra coarse-grained
data increases, the improvements from the baseline
become more pronounced. This trend is further
investigated in the experiment set 3.2. Experiment
Set 3 involves two variables: token-annotated data
size and extra coarse-grained data size. To clarify
the impact of each, we conduct experiment set 3.1,
where we fix the extra coarse-grained data size and
focus solely on changes in token-annotated data
size.

Experiment Set 3.1:

Starting with 50% of the data, we fix the discarded
50% as extra coarse-grained data and use it in all
subsequent runs. By doing so, we can analyze
performance changes between experiments with-
out confusion as to whether the change originated
from alterations in extra data size or token data
size. As shown in Figure 6, the results align with
the original experiment set 3, confirming that the
improvement increases as the token data size de-
creases. Comparing the yellow line representing
10% of the data from this experiment with the same
data size in the experiment set 3 reveals that hav-
ing even more extra coarse-grained data than 50%
could lead to further performance gains.
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Figure 6: Results from experiment set 3.1. The black
line in each bar indicates the standard deviation. “sent”,
“doc,” and “sent+doc” is for variation 1, 2, and 3 for loss
calculation, respectively.

Experiment Set 3.2:

Designed to measure the impact of utilizing coarse-
grained data in scenarios akin to few-shot learning
settings, this experiment set presents noteworthy
results, as depicted in Figure 7. The model exhibits
significant improvement over the baseline, suggest-
ing that leveraging coarse-grained data enhances
the model’s robustness, even with minimal data
sizes.
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Figure 7: Results from experiment set 3.2. The black
line in each bar indicates the standard deviation. “sent”,
“doc”, and “sent+doc” is for variation 1, 2, and 3 for loss
calculation, respectively.
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7 Conclusion and Future Work

In this study, we addressed the challenge of data
scarcity in closed-domain event extraction, a com-
mon hurdle in complex NLP tasks. Through our
proposed multi-task model structure and training
approach, we successfully leveraged additional
data generated during the token annotation pro-
cess. The inclusion of this supplementary data,
particularly negative documents without event in-
formation, proved to be crucial in enhancing the
performance and robustness of our event extraction
model.

Our experiments demonstrated that introducing
extra coarse-grained data, which identifies docu-
ments and sentences without events, significantly
contributed to performance improvements. The in-
tegration of document and sentence classification
tasks alongside token classification did not yield no-
ticeable benefits on their own, reaffirming that the
internal representations of our model already en-
compassed essential information for coarser tasks.
Remarkably, even in scenarios where only a por-
tion of the data was token-annotated, the model’s
performance remained comparable to situations
with complete token annotations. We observed a
clear trend of increasing performance gains as the
token-annotated data size decreased and the extra
coarse-grained data size increased. This trend was
further reinforced when examining few-shot learn-
ing settings, where leveraging coarse-grained data
notably enhanced the model’s robustness even with
minimal data sizes.

In conclusion, our findings offer promising in-
sights into mitigating data scarcity challenges in
closed-domain event extraction by effectively uti-
lizing extra data obtained during the annotation
process. This practical solution opens the door
to more robust and efficient event extraction sys-
tems across various domains, with implications
for knowledge extraction and decision-making pro-
cesses. We utilized gold-standard data throughout
all our experiments. We will be investigating the
possible usage of silver coarse-grained data, which
does not even require the considerable ease of la-
beling documents or sentences. We also plan to
include more event information extraction data sets
to test our hypothesis further.
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A Detailed Results

In this chapter of the appendices, tables with de-
tailed results for all the experiments is listed. Each
table contains a column named “exp_base” refer-
ring to the same baseline results for reference.
“sent”, “doc” and ‘“‘sent+doc”’ columns represent
the usage of only sentence classification loss (varia-
tion 1), only document classification loss (variation
2), and both sentence and document classification
loss (variation 3) in addition to token classification
loss when training, respectively.
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#num of

exp_base sent doc sent+doc
documents
717 64.3420 £ 0.2921 | 65.3298 £ 0.1894 | 64.7353 £ 0.2444 | 64.8228 £ 0.3512
645 64.3836 £ 0.5550 | 64.0928 £ 0.6175 | 64.5901 £ 1.0282 | 64.1613 £ 0.4205
573 62.7110 £ 0.5453 | 63.6060 £ 0.0960 | 63.3323 £ 0.7521 | 63.2426 £ 0.3936
501 62.1977 +£0.3972 | 61.9715 + 0.0423 | 62.7257 4+ 0.2095 | 62.9463 + 1.2105
430 60.6711 + 0.5854 | 61.6818 + 1.0062 | 61.8722 + 0.1173 | 61.7387 + 0.8262
358 61.0600 + 0.4680 | 60.8886 + 0.0812 | 60.2817 4+ 0.2523 | 60.8147 + 0.8071
286 58.1234 £ 0.6325 | 58.0093 + 0.6460 | 57.6096 + 0.1267 | 58.0629 + 0.4495
215 55.4766 £ 0.1252 | 54.4221 £ 0.4860 | 55.2202 £ 0.9379 | 56.1987 £ 0.4816
143 51.2678 £ 0.5567 | 51.4187 £ 0.4740 | 51.9452 £ 0.4664 | 49.6417 £ 1.0795
71 39.2988 + 1.8238 | 39.5794 £+ 1.1141 | 41.0561 £ 0.8125 | 40.1392 + 1.2548
Table 3: Detailed results for experiment set 1, which focuses on the effects of our auxiliary tasks without any data
addition.
#num of exp_base sent doc sent+doc
documents
717 64.3420 £ 0.2921 | 65.3298 £ 0.1894 | 65.1503 £ 0.4439 | 65.3221 + 0.2928
645 64.3836 £ 0.5550 | 64.0928 £ 0.6175 | 64.0194 £ 0.0571 | 65.0234 £ 0.8096
573 62.7110 £ 0.5453 | 63.6060 £ 0.0960 | 64.1297 £ 0.7640 | 63.3397 £ 0.5576
501 62.1977 £ 0.3972 | 61.9715 + 0.0423 | 63.0002 + 0.3124 | 62.7757 4+ 0.5070
430 60.6711 £+ 0.5854 | 61.6818 + 1.0062 | 62.3406 4+ 0.0275 | 61.7372 + 0.3482
358 61.0600 £ 0.4680 | 60.8886 + 0.0812 | 61.8366 + 0.4351 | 61.4128 £ 0.2562
286 58.1234 £ 0.6325 | 58.0093 +£ 0.6460 | 59.2479 + 0.7000 | 58.2156 + 0.9521
215 55.4766 £ 0.1252 | 54.4221 £ 0.4860 | 55.9617 £ 0.4265 | 56.1648 £ 1.0320
143 51.2678 £ 0.5567 | 51.4187 £ 0.4740 | 52.3773 £ 0.7498 | 50.5637 £ 3.4775
71 39.2988 + 1.8238 | 39.5794 + 1.1141 | 43.2710 £ 0.8947 | 43.9792 £+ 0.2619

Table 4: Detailed results for experiment set 2, which focuses on the effect of adding negatively labeled documents
with no event information.

#num of | #num of
token ex‘tf'a exp_base sent doc sent+doc
annotated | auxiliary
documents data
717 0 64.3420 4+ 0.2921 | 65.3298 + 0.1894 | 65.1503 4 0.4439 | 65.3221 + 0.2928
645 72 64.3836 £ 0.5550 | 64.5663 + 0.5121 | 64.2650 4 0.1842 | 65.2259 + 0.3991
573 144 62.7110 £ 0.5453 | 64.1659 + 0.8118 | 63.0057 £ 0.4911 | 63.4717 £+ 0.0919
501 216 62.1977 £ 0.3972 | 63.4803 + 0.3426 | 62.7125 £ 0.1686 | 63.4292 + 0.1548
430 287 60.6711 £ 0.5854 | 63.5683 + 0.4099 | 61.9322 4+ 0.9456 | 63.0599 + 0.0922
358 359 61.0600 £ 0.4680 | 61.7831 + 0.3405 | 61.4165 £+ 0.5701 | 61.5980 + 0.4963
286 431 58.1234 £+ 0.6325 | 60.1496 + 0.2897 | 59.1478 +£0.1192 | 60.2890 + 0.2159
215 502 55.4766 4+ 0.1252 | 57.7715 £ 0.7474 | 56.2983 4+ 0.3384 | 58.2433 + 0.9674
143 574 51.2678 4+ 0.5567 | 55.0612 + 0.6047 | 54.7686 4+ 0.6523 | 55.4178 + 0.1332
71 646 39.2988 £ 1.8238 | 49.4441 + 1.1924 | 49.7398 £+ 0.4377 | 51.8297 £ 0.9912

Table 5: Detailed results for experiment set 3, which focuses on the effects of adding extra coarse-grained data.
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#num of #num of
token ex.tf'a exp_base sent doc sent+doc
annotated | auxiliary
documents data
358 359 61.0600 £ 0.4680 | 61.7831 + 0.3405 | 61.4165 4+ 0.5701 | 61.5980 + 0.4963
286 359 58.1234 £ 0.6325 | 59.8364 + 0.2759 | 59.7761 4+ 0.8661 | 59.7066 + 0.2504
215 359 55.4766 £ 0.1252 | 57.8553 £ 0.5770 | 56.6985 4+ 0.5273 | 58.2742 + 0.9637
143 359 51.2678 £ 0.5567 | 54.6631 + 0.5420 | 53.9005 £ 0.9373 | 54.7954 + 0.4511
71 359 39.2988 £ 1.8238 | 49.0730 + 0.3271 | 48.7882 4 0.2006 | 49.6189 + 0.7479

Table 6: Detailed results for experiment set 3.1, which is variation of experiment set 3 where extra data size is fixed.

#num of
token

annotated exp_base sent doc sent+doc

documents
20 12.8237 £+ 4.0776 | 43.2263 4+ 0.3178 | 37.8599 £ 0.5719 | 42.5216 + 0.5838
10 0.0000 £ 0.0000 | 35.4900 4 0.7729 | 31.1247 £ 0.8497 | 34.3691 + 1.0103
5 0.0000 £ 0.0000 | 21.9365 4+ 3.4075 | 9.9743 4 3.1956 | 11.9494 + 4.2202
3 0.0000 £ 0.0000 | 12.4881 4+3.2203 | 9.7442 +2.7849 | 7.9693 + 4.0605
1 0.0000 £ 0.0000 | 3.3871 £ 2.5824 0.5398 £0.3380 | 2.8559 + 0.4523

Table 7: Detailed results for experiment set 3.2, which is variation of experiment set 3 with tiny data sizes.
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Abstract

Hate speech has emerged as a pressing issue on
social media platforms, fueled by the increasing
availability of multimodal data and easy inter-
net access. Addressing this problem requires
collaborative efforts from researchers, policy-
makers, and online platforms. In this study, we
investigate the detection of hate speech in multi-
modal data, comprising text-embedded images,
by employing advanced deep learning mod-
els. The main objective is to identify effective
strategies for hate speech detection and content
moderation. We conducted experiments using
four state-of-the-art classifiers: XLM-Roberta-
base, BiILSTM, XLNet base cased, and AL-
BERT, on the CrisisHateMM dataset, consist-
ing of over 4700 text-embedded images related
to the Russia-Ukraine conflict. The best find-
ings reveal that XLLM-Roberta-base exhibits su-
perior performance, outperforming other clas-
sifiers across all evaluation metrics, including
an impressive F1 score of 84.62 for sub-task
1 and 69.73 for sub-task 2. Additionally, it is
worth highlighting that our study achieved the
remarkable feat of securing the 3rd position in
both sub-tasks. The future scope of this study
lies in exploring multimodal approaches to en-
hance hate speech detection accuracy, integrat-
ing ethical considerations to address potential
biases, promoting fairness, and safeguarding
user rights. Additionally, leveraging larger and
more diverse datasets will contribute to devel-
oping more robust and generalised hate speech
detection solutions.

1 Introduction

Hate speech on social media has become a major
issue, with online platforms being used to deni-
grate and degrade people or entire groups based on
their colour, religion, ethnicity, or handicap (Pari-
har et al., 2021). In the virtual world, the concept of
hate speech can be complex and nuanced, making it
difficult to address effectively (Mathew et al., 2019;
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Banks, 2010; Das, 2023). To address the issue, in-
ternational conventions, and multilateral initiatives
have been developed, however, implementing laws
in the virtual sphere remains a difficult undertaking.
Despite social media firms’ efforts, suppressing
hate speech is an ongoing process. The increasing
amount of multimedia content, powered by quicker
and more accessible mobile internet, has altered the
social media environment. Instagram, Snapchat,
Vine, and TikTok have championed multimedia,
prompting established behemoths like Facebook
and Twitter to follow suit. This transition has
shifted social media from a predominantly text-
based environment to one in which video, audio,
and photographs take center stage, allowing users
to express themselves in more interesting and di-
verse ways (Castafio-Pulgarin et al., 2021).

The detection of hate speech during politi-
cal events is especially important for preserving
democracy, reducing violence, protecting vulnera-
ble communities, and fostering civil dialogue. Ef-
fective detection ensures fair elections, platform
integrity, national cohesion, and informed decision-
making while balancing free speech protection with
actions to eliminate harmful content. Traditional
moderation procedures, such as manual text and
multimedia inspection, confront substantial restric-
tions as a result of the massive volume of data cre-
ated on social media platforms. Human moderators
are unable to keep up with the exponential increase
in content, resulting in delays in recognizing and
correcting hate speech, allowing harmful content
to propagate unchallenged. Furthermore, human
moderators’ biases and subjective interpretations
can lead to inconsistent results. To handle the size
and pace of data growth, automated hate speech
identification systems are crucial.

Automated hate speech detection systems utilise
artificial intelligence (Al) techniques to analyse
large volumes of data and identify content that con-

Proceedings of the 6th Workshop on Challenges and Applications of Automated Extraction of Socio-political Events from Text,
pages 136143, Varna, Bulgaria, Sep 7, 2023.

https://doi.org/10.26615/978-954-452-089-2_018


https://doi.org/10.26615/978-954-452-089-2_018

tains hate speech or offensive language these sys-
tems rely on Natural Language Processing (NLP)
algorithms to preprocess and transform the text
data into numerical representations, such as word
embeddings. Al models, like recurrent neural net-
works (RNNs), long short-term memory (LSTM)
networks, or transformers, are then employed to ex-
tract contextual and semantic features from the text.
The model is trained on labeled datasets, learning
to recognize patterns and characteristics indicative
of hate speech (Smitha et al., 2018; Beskow et al.,
2020; De la Pena Sarracén et al., 2018).

To address the need for large datasets to train
Al models, the CrisisHateMM Dataset (Bhandari
etal., 2023) is introduced, aiding the Shared task on
Multimodal Hate Detection at CASE 2023 (Thapa
et al., 2023). This dataset includes two primary
tasks, with sub-task 1 focusing on classifying text-
embedded images into two categories: hate speech
and non-hate speech. sub-task 2 involves the classi-
fication of targets in the text-embedded images into
three categories: individual, organisation, and com-
munity. Within the datasets, predominantly com-
prised of images linked to the Russia-Ukraine con-
flict, this widespread political event has been the
subject of significant hateful language and has been
thoroughly examined by researchers (Thapa et al.,
2022). By employing a subtask-based method-
ology, this research approach allows for detailed
analysis and interpretability, providing valuable
insights into hate speech characteristics and target
identification in social media content. The dataset’s
multimodal and contextually relevant annotations
facilitate benchmarking and advancements in com-
bating hate speech on social media platforms.

The paper proposes a novel approach for hate
speech identification utilising the textual model
Xlm-Roberta-base, achieving impressive results.
In sub-task 1, the approach achieves an accuracy of
84.65% and an F1 score of 84.63%. In sub-task 2,
it demonstrates solid performance with an accuracy
of 72.31% and an F1 score of 69.73%. The method
effectively detects hate speech in text-embedded
images, showcasing its strong performance in this
aspect. Additionally, the study shows significant
improvement in target recognition in images with
objectionable text, showcasing the efficacy of the
proposed approach in enhancing hate speech detec-
tion and target identification. Notably, the paper
secured the 3rd position in both tasks, signifying its
competitive standing within the competition. The
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accomplishments of this study make a substantial
contribution to the field of hate speech identifica-
tion and further highlight its rank and achievements
in the competition.

The paper begins with a concise introduction
to the problem of hate speech on social media. It
then provides a comprehensive review of previ-
ous research on the topic and the technological
advancements in recent years, including various
approaches, methodologies, datasets, and experi-
mental findings. The dataset is described in detail,
statistical analysis is used to gain insights, and pre-
processing procedures are covered. The article
introduces the approach using NLP models (XLM-
Roberta-base, BILSTM, XLNet base cased, and
ALBERT) and reports on how well they perform
in identifying hate speech. Results demonstrate the
models’ efficacy and the discussion analyses the
results and discusses constraints. The conclusion
highlights the importance of the research in pre-
venting hate speech while summarising the major
contributions. References list the sources used to
conduct the study.

2 Literature survey

Hate speech on social media is a worrying issue
when people utilise online venues to disseminate
harmful or discriminatory content, fostering ani-
mosity and division. The pervasive effects it has
on social cohesiveness, mental health, and actual
violence highlight the urgent need for effective con-
tent moderation measures to address and reduce
this problem.

A study (Gitari et al., 2015) explored the devel-
opment of a classifier to detect hate speech in web
discourses, specifically focusing on race, national-
ity, and religion themes. They employed sentiment
analysis techniques, including subjectivity detec-
tion, to identify and rate the polarity of sentiment
expressions. By creating a hate speech lexicon
based on subjectivity and semantic features, the
model effectively classified hate speech. Experi-
mental results with a hate corpus demonstrated the
practical applicability of the approach in real-world
web discourse scenarios. Researchers (Djuric et al.,
2015) also tackled the challenge of hate speech
detection in online user comments. Hate speech,
defined as abusive speech targeting specific group
characteristics like ethnicity, religion, or gender,
poses a significant problem for websites that allow
user feedback, leading to negative consequences



for their online business and user experience. To
address this issue, the paper proposed a novel ap-
proach using neural language models to learn dis-
tributed low-dimensional representations of com-
ments. These representations are then utilised as
inputs to a classification algorithm, effectively ad-
dressing the issues of high dimensionality and spar-
sity that had previously hindered the state-of-the-art
hate speech detection methods. As a result, their ap-
proach demonstrated high efficiency and effective-
ness in detecting hate speech in online comments.
The study (MacAvaney et al., 2019) addressed the
escalating problem of hate speech dissemination
in online content and the difficulties confronted
by automatic approaches in detecting such content
in text. These challenges encompassed the intri-
cacies of language, divergent definitions of hate
speech, and limited availability of data for train-
ing and testing these systems. Additionally, the
lack of interpretability in many recent approaches
posed a significant hurdle, making it arduous to
comprehend the rationale behind the system’s de-
cisions. To overcome these obstacles, the paper
proposed a multi-view Support Vector Machine
(SVM) approach, which achieved nearly state-of-
the-art performance in hate speech detection while
maintaining simplicity and providing more easily
interpretable decisions compared to neural meth-
ods. The paper concluded by discussing both tech-
nical and practical challenges that still persist in
this area, emphasising the need for further research
to enhance hate speech detection systems for online
content.

In 2022, Alkomah et al conducted a compre-
hensive study on hate speech detection systems,
reviewing textual features, machine learning mod-
els, and datasets (Alkomah and Ma, 2022). The
analysis of 138 relevant papers revealed that many
approaches lack consistency in detecting various
hate speech categories. The dominant methods
often involve combining multiple deep learning
models, while several hate speech datasets were
found to be small and unreliable for detection tasks.
The study provides valuable insights into the com-
plexities of hate speech and highlights the need
for improved approaches and larger, more reliable
datasets to effectively combat hate speech and fos-
ter healthier online communities. Another research
in the same year (Rana and Jha, 2022) addressed
the pressing need to monitor hate speech on so-
cial media platforms, particularly in multimedia
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content. While text-based filtering has been ex-
tensively studied, detecting hate speech in multi-
media presents unique challenges. A preliminary
study revealed that the speaker’s emotional state
significantly influences hateful content, prompting
the paper to focus on auditory and semantic fea-
tures. Introducing the first multimodal deep learn-
ing framework, the study combines emotional audi-
tory features with semantics to detect hate speech
effectively. Results demonstrate improved detec-
tion compared to text-based models. Additionally,
a new Hate Speech Detection Video Dataset (HS-
DVD) is introduced, filling the gap in available
datasets for this purpose. This research contributes
to advancing hate speech detection in multime-
dia, providing a valuable resource to combat hate-
ful content on social media platforms. (Mazari
et al., 2023) conducted a study dedicated to multi-
aspect hate speech detection on social media. The
overwhelming amount of unfiltered toxic content,
including cyberbullying, cyberstalking, and hate
speech, has become a significant challenge and a
focus of active research. The proposed approach
utilises a pre-trained Bidirectional Encoder Repre-
sentations from Transformers (BERT) model com-
bined with Deep Learning (DL) models to create
ensemble learning architectures. The DL models in-
corporate Bidirectional Long-Short Term Memory
(Bi-LSTM) and/or Bidirectional Gated Recurrent
Unit (Bi-GRU) on FastText and GloVe word em-
beddings. Individual training of these models on
multi-label hateful datasets and their combination
with BERT results in highly effective hate speech
detection on social media. By leveraging recent
word embedding techniques and DL architectures
in conjunction with BERT, the study achieves an
impressive ROC-AUC score of 98.63%, signifi-
cantly enhancing hate speech detection capabilities
in multi-aspect scenarios. Recently, one more re-
search by Liam Hebert et al. (2023) introduced
the Multi-Modal Discussion Transformer (mDT),
a groundbreaking multi-modal graph-based trans-
former model designed for hate speech detection
in online social networks. Unlike traditional text-
only methods, mDT takes a holistic approach by
considering both text and images when labelling
a comment as hate speech. The model leverages
graph transformers to capture contextual relation-
ships within the entire discussion surrounding a
comment and utilises interwoven fusion layers to
combine text and image embeddings, rather than



processing different modalities separately. Com-
parative evaluations against text-only baselines and
extensive ablation studies showcase the superior
performance of mDT. The paper concludes by em-
phasising the significance of multimodal solutions
in delivering social value in online contexts and
highlights that capturing a holistic view of conver-
sations significantly advances the detection of anti-
social behaviour like hate speech. This research
presents a promising step towards more effective
hate speech detection methods by considering both
textual and visual cues in social media discussions
(Hebert et al., 2023).

3 Methodology

The study utilised Figure 1 to split the training
data into 80% training sets and 20% validation
sets. Before model input, a preprocessing step was
performed to prepare the textual data. The XIm-
RoBERTa-base, BiLSTM, XLNet base cased, and
ALBERT models were fine-tuned on the training
sets to enhance hate speech identification. Test-
ing predictions were then generated using the fine-
tuned models, demonstrating the effectiveness of
the proposed approach in hate speech detection and
target identification.

Dataset

¢—‘—¢

Training Data

Validation Data

Preprocessing

ALBERT base

Testing Data

Bidirectional
LSTM

Model Xinet base
Training cased

Fine-Tune
Model

Roberta

Classification

Hate Speech| *

Task 2

Classification

Individual

No Hate

Speech Organisation

Testing

ey Performace

Figure 1: Process Flow of Hate Speech Detection and
Target Identification Processes.

Class Number Number Maximum Average
Name of Words of Unique Text length Words
Words (character)  (per post)
No Hate 82532 14974 1673 49
Hate 63721 12224 1297 32

Table 1: Distribution of extracted text length for ‘Hate
Speech’ and *Non-Hate speech.

3.1 Dataset

The CrisisHateMM dataset contains over 4700 text-
embedded images related to the Russia-Ukraine
conflict. It includes 2665 instances of hate speech
and 2058 instances of non-hate speech. The dataset
is further categorised into directed hate speech
(2428 instances) and undirected hate speech (237
instances), with annotations for targets classified
into individual (1027), community (417), and or-
ganisational (984) categories.

Table 1 indicates regarding sub-task 1 that the
”No Hate” class has more posts and a higher num-
ber of words compared to the ”Hate” class. How-
ever, further analysis is necessary to fully under-
stand the significance of these differences. For
sub-task 2, target detection is valuable for com-
prehending the distribution of textual content, post
lengths, and word usage across different categories
(Individual, Community, and Organisation) in the
dataset (Table 2).

Number Max Avg
S:;Slse (i\fh{)rvnol;firs of Unique Text Words
Words Length  (per post)
Individual 25.9k 6.4k 1082 31.42
Community 12.9k 4.0k 1297 38.70
Organisation 24.9k 6.7k 382 31.74

Table 2: Text Length Distribution for ’Individual’, ’Or-
ganisation’, and ’Community’ Classes.

In the preprocessing step, the initial transforma-
tion involves extracting text from images using the
Google Vision APIL. Subsequently, various tech-
niques are applied to clean and refine the text data
before inputting it into the model. The process
begins by eliminating any HTML tags present in
the text, followed by the normalization of accent
characters to their ASCII equivalents. Punctuation
marks and special characters are eliminated, and
the entire text is converted to lowercase for uni-
formity. The text is subsequently tokenized into
individual words and any unnecessary spaces are
stripped. This preprocessing step aims to prepare
the text data in a standardised and meaningful for-
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mat, enhancing the model’s performance. For sub-
task 1, Table 3 presents a comparison between the
unprocessed text in column 1 and the processed
text in column 2, along with their respective labels
in column 3. For subtask 2, a similar comparison
is shown in Table 4, where column 1 contains the
unprocessed text, column 2 displays the processed
text, and column 3 indicates the corresponding la-
bels. The preprocessing step plays a vital role in op-
timising the input data for the hate speech detection
models, ensuring that the models can effectively
capture the relevant patterns and features from the
text-embedded images.

Extracted Text Preprocessed

From Images text Label
BREAKING breaking news pres- Hate
NEWS: PRESI- ident zelenskyy  Speech
DENT ZELEN- tripped and fell
SKYY  TRIPPED here this morning
AND FELL HERE imglipcom
THIS MORNING
imglip.com
PROTESTORS protestors around the  No
AROUND THE  world rally in support  Hate
WORLD  RALLY  of ukraine storyfulap  Speech

IN SUPPORT OF
UKRAINE STORY-
FUL/AP

Table 3: Example of text extracted from CrisisHateMM

dataset for sub-task 1

Extracted Text

Preprocessed

From Images text Label
HEY JOE, RUSSIA hey joe russia has Individual
HAS INVADED invaded ukraine with
UKRAINE WITH heavy arsenal what
HEAVY ARSE- you gonna do im
NAL! WHAT YOU holding a climate
GONNA DO? denialism roundtable

imgflipcom
58 13 CCM All saver 58 13 ccm all saver Community

WISHING THEM
DEATH’  Russian
NHL players face
horrible anger

wishing them death
russian nhl players
face horrible anger

THE WEST HAS
GIVEN THE BEST
SONG AWARD
TO NATO NATO
imgflip.com

the west has given the
best song award to
nato nato imgflipcom

organisation

Table 4: Example of text extracted from CrisisHateMM

dataset for sub-task 2

3.2 Model training and evaluation

At the classification stage, four deep learning mod-
els, namely XIm-RoBERTa-base, BiLSTM, XL-
Net base cased, and ALBERT—are used to cate-
gorise posts containing hate speech based on the
pre-processed text. The ability of these models
to extract complex patterns and contextual infor-
mation from the textual data is a commonality
shared by them. To do this, they employ advanced
language representation techniques and attention
mechanisms. A thorough evaluation of their capac-
ity to correctly identify hate speech within the text-
embedded images is provided by the use of critical
metrics to measure each participant’s performance,
including accuracy, F1 score, precision, and recall.
To ensure their dependability and suitability for
the crucial task of identifying hate speech, these
models go through extensive testing and analysis
against the established metrics.

3.2.1 Bidirectional LSTM

Bidirectional Long Short-Term Memory (BiLSTM)
is based on LSTM architecture that processes input
data in both forward and backward directions. The
hidden state in typical LSTM is updated based on
previous information in the input sequence (i.e.,
from left to right). Bidirectional LSTM, on the
other hand, processes the input sequence in two
passes: one from left to right (ahead direction) and
one from right to left (reverse way). The capacity
of Bidirectional LSTM to capture information from
both past and future contexts is a critical advantage
for comprehending the context and dependencies
in a sequence. Because the model is bidirectional,
it can capture long-term dependencies and context
that traditional unidirectional LSTMs may miss.

3.2.2 Xlnet base cased

"xInet-base-cased’ is a variation of the XLNet lan-
guage model that is part of Google Research’s
Transformer-based family. It enhances the BERT
model by using a permutation-based training strat-
egy to overcome some shortcomings. It is suited
for a variety of natural language processing tasks
such as text categorization, sentiment analysis, lan-
guage synthesis, and question answering after be-
ing trained on a large corpus. Because it is ’cased,’
it keeps casing information in input text, which
is useful for some jobs. Researchers and develop-
ers can fine-tune the ’xInet-base-cased’ model for
specific tasks by using its rich language representa-
tion capabilities, which capture complex linguistic
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patterns and context for a wide range of natural
language processing applications.

3.2.3 ALBERT-base-v2

ALBERT-base-v2 is a language model variant of
ALBERT (A Lite BERT), aiming to be a more effi-
cient and parameter-reduced version of BERT. The
suffix “base” denotes that it is smaller than larger
variants such as ’ALBERT-large’ or ’ALBERT-
xlarge’. ALBERT achieves efficiency by utilising
parameter-sharing techniques such as factorised
embeddings and cross-layer parameter sharing,
which results in quicker training times without sac-
rificing performance. It is trained using masked
language modelling (MLM) on a huge corpus and
may be fine-tuned for various NLP tasks. ALBERT
has grown in prominence due to its competitive
performance, particularly in resource-constrained
circumstances, and is now a common choice in
NLP applications.

3.2.4 XIm-RoBERTa-base

XIm-RoBERTa-base’ is a variant of the XLM-R
(Cross-lingual Language Model - Roberta) lan-
guage model. It is a multilingual version of the
RoBERTa model, based on the transformer archi-
tecture, designed for cross-lingual language under-
standing. The model is trained on a large corpus of
text data from multiple languages using masked lan-
guage modeling (MLM) and translation language
modeling (TLM) objectives. This allows it to ef-
fectively process and understand text from various
languages. The “cased” in the name indicates that
it retains case information during training and infer-
ence, treating uppercase and lowercase characters
as distinct tokens. XL.M-Roberta-base is widely
used in multilingual NLP tasks (Conneau et al.,
2020), transferring knowledge across languages
and performing well on tasks involving different
languages.

4 Results and discussion

Classification results of Sub-task 1 are reported
in Table 5 for all four classifiers. XLM-Roberta-
base has outperformed all other classifiers in terms
of all four metrics. XLM-Roberta-base has been
trained on large corpses of text data hence it can
understand the context of text more effectively as
compared to the other classical NLP models. From
the values of the F1-score, it can be concluded that
the models have learned the context of both classes
and performed well to identify each class.
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BiLSTM ALBERT XLnet XLM-Roberta
Acc. 68.62 81.71 82.84 84.65
F1 68.62 81.56 82.78 84.62
Recall 69.00 81.60 83.03 85.07
Prec. 68.86 81.53 82.74 84.76

Table 5: Model Performance for Hate Speech Detection
(sub-task 1).

The classification results for sub-task 2 are sum-
marised in Table-6, utilising the same four classi-
fiers as in sub-task 1. Once again, XLLM-Roberta-
base stands out as the best performer, surpassing
the other classifiers in all four evaluation metrics.
This exceptional performance can be credited to
its extensive training on text data, which enables it
to comprehend the context of textual content more
effectively than traditional NLP models. The Pre-
cision values further validate that the models have
successfully achieved accurate target classification
for individual, community, and organisational cat-
egories. These results reaffirm the significance of
XLM-Roberta-base in hate speech detection and
target classification within text-embedded images,
underlining its potential for advancing research in
this field. XLM-Roberta-base’s superior perfor-

BILSTM  Albert XLnet XLM-Roberta
Acc. 56.19 67.35  66.52 72.23
F1 54.84 65.35 6232 69.73
Recall 58.99 65.35 61.56 68.94
Prec. 59.99 65.36  64.47 71.01

Table 6: Performance Comparison of NLP Models for
Target Identification (sub-task 2).

mance in hate speech detection for both sub-tasks,
outperforming other classifiers. Its extensive pre-
training on vast text corpora, bidirectional context
comprehension, large capacity, multilingual profi-
ciency, and fine-tuning on CrisisHateMM dataset
contribute to its exceptional understanding of hate
speech content. Ethical considerations and chal-
lenges in detecting hate speech were acknowledged.
The CrisisHateMM dataset’s value for research,
providing insights into hate speech complexities,
was emphasised. Leveraging advanced NLP mod-
els like XLLM-Roberta-base holds significant poten-
tial for effective hate speech detection and content
moderation, fostering a safer online environment.
Furthermore, our achievement of the 3rd rank in
both sub-tasks using solely textual models, as evi-
dent in Table 7 and Table 8, not only underscores
the efficiency of the XLM-Roberta-base model but



Team Name  Recall Precision F1 Accuracy
ARC-NLP 85.67 85.63 85.65 85.78
bayesiano98  85.61 85.28 85.28 85.33
IIC Team 85.08 84.76 84.63 84.65
DeepBlueAl  83.56 83.35 83.42 83.52

Table 7: In Subtask A: Hate Speech Detection leader-
board, our team, IIC Team, ranks third based on the F1
score, demonstrating competitive performance across
all classification metrics.

Team Name  Recall Precision F1 Accuracy
ARC-NLP 76.36 76.37 76.34 79.34
bayesiano98  73.30 75.54 74.10 77.27
IIC Team 68.94 71.05 69.73 72.31
Sarika22 67.77 68.41 68.05 71.49

Table 8: In Subtask B: Target Detection, our team, IIC
Team, secured the third position on the leaderboard,
leading in all classification metrics based on the F1
score.

also highlights the prudent management of com-
putational resources. This approach aptly aligns
with resource-conscious strategies, demonstrating
a commitment to optimizing performance while
maintaining a responsible balance.

5 Conclusion

This research focuses on text-embedded images
used in social media to express opinions and emo-
tions, which unfortunately also serve as platforms
for spreading hate speech, propaganda, and ex-
tremist ideologies. Notably, during the Russia-
Ukraine war, both sides extensively utilised text-
embedded images for propaganda and hate speech
dissemination. The growing abundance of offen-
sive content on social media poses challenges in
effectively detecting and moderating such material.
To address this issue, we utilise the CrisisHateMM
dataset, an innovative multimodal dataset contain-
ing over 4,700 text-embedded images from the
Russia-Ukraine conflict. The dataset is meticu-
lously annotated for hate and non-hate speech,
further categorising hate speech into directed and
undirected forms and providing annotations for in-
dividual, community, and organisational targets.
Our research involves two subtasks: Sub-task 1 fo-
cuses on hate speech detection in text-embedded
images, while Sub-task 2 aims to identify the tar-
gets of hate speech. To achieve accurate results,
we employ advanced feature extraction techniques
and utilise deep learning models for both subtasks,
yielding promising outcomes. In Sub-task 1, our
textual model, XILM-Roberta-base, demonstrated
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superior performance, achieving the highest accu-
racy on test(unseen) data with a recall of 85.08%,
precision of 84.76%, F1 score of 84.63%, and ac-
curacy of 84.65%. Additionally, in Sub-task 2,
the XIm-Roberta-base model outperformed other
approaches, achieving a recall of 68.94%, preci-
sion of 71.05%, F1 score of 69.73%, and accuracy
of 72.31% These results highlight the effective-
ness of our approach in hate speech detection and
target identification in text-embedded images dur-
ing the Russia-Ukraine conflict. Exploring multi-
modal approaches, accessing larger and more di-
verse datasets, fine-tuning strategies, addressing
biases, integrating automated systems with social
media platforms, extending detection to multiple
languages, and improving interpretability and con-
textual understanding are all part of the future of
hate speech detection and content moderation. Ex-
ploring zero-shot and few-shot learning methodolo-
gies, as well as addressing ethical concerns, are also
essential. In summary, future research promises ef-
fective and responsible ways for combating hate
speech on social media through the use of Al de-
velopments.

References

Fatimah Alkomah and Xiaogang Ma. 2022. A literature
review of textual hate speech detection methods and
datasets. Information, 13(6):273.

James Banks. 2010. Regulating hate speech online. In-
ternational Review of Law, Computers & Technology,
24(3):233-2309.

David M Beskow, Sumeet Kumar, and Kathleen M
Carley. 2020. The evolution of political memes:
Detecting and characterizing internet memes with
multi-modal deep learning. Information Processing
& Management, 57(2):102170.

Aashish Bhandari, Siddhant B Shah, Surendrabikram
Thapa, Usman Naseem, and Mehwish Nasim. 2023.
Crisishatemm: Multimodal analysis of directed and
undirected hate speech in text-embedded images
from russia-ukraine conflict. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition, pages 1993-2002.

Sergio Andrés Castaio-Pulgarin, Natalia Sudrez-
Betancur, Luz Magnolia Tilano Vega, and Harvey
Mauricio Herrera Lopez. 2021. Internet, social me-
dia and online hate speech. systematic review. Ag-
gression and Violent Behavior, 58:101608.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco



Guzman, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsupervised
cross-lingual representation learning at scale.

Mithun Das. 2023. Classification of different partici-
pating entities in the rise of hateful content in social
media. In Proceedings of the Sixteenth ACM Interna-
tional Conference on Web Search and Data Mining,
pages 1212-1213.

Nemanja Djuric, Jing Zhou, Robin Morris, Mihajlo Gr-
bovic, Vladan Radosavljevic, and Narayan Bhamidi-
pati. 2015. Hate speech detection with comment em-
beddings. In Proceedings of the 24th international
conference on world wide web, pages 29-30.

Njagi Dennis Gitari, Zhang Zuping, Hanyurwimfura
Damien, and Jun Long. 2015. A lexicon-based
approach for hate speech detection. International
Journal of Multimedia and Ubiquitous Engineering,
10(4):215-230.

Liam Hebert, Gaurav Sahu, Nanda Kishore Sreenivas,
Lukasz Golab, and Robin Cohen. 2023. Multi-modal
discussion transformer: Integrating text, images and
graph transformers to detect hate speech on social
media. arXiv preprint arXiv:2307.09312.

Sean MacAvaney, Hao-Ren Yao, Eugene Yang, Katina
Russell, Nazli Goharian, and Ophir Frieder. 2019.
Hate speech detection: Challenges and solutions.
PloS one, 14(8):e0221152.

B Mathew, R Dutt, P Goyal, and A Mukherjee. 2019.
Spread of hate speech in online social media. In
Proceedings of the 10th ACM Conference on Web
Science. Anais.

Ahmed Cherif Mazari, Nesrine Boudoukhani, and Ab-
delhamid Djeffal. 2023. Bert-based ensemble learn-
ing for multi-aspect hate speech detection. Cluster
Computing, pages 1-15.

Anil Singh Parihar, Surendrabikram Thapa, and Sushruti
Mishra. 2021. Hate speech detection using natural
language processing: Applications and challenges.
In 2021 5th International Conference on Trends in
Electronics and Informatics (ICOEI), pages 1302—
1308.

Gretel Liz De la Pena Sarracén, Reynaldo Gil Pons, Car-
los Enrique Muniz Cuza, and Paolo Rosso. 2018.
Hate speech detection using attention-based lstm.
EVALITA evaluation of NLP and speech tools for
Italian, 12:235.

Aneri Rana and Sonali Jha. 2022. Emotion based hate
speech detection using multimodal learning. arXiv
preprint arXiv:2202.06218.

ES Smitha, Selvaraju Sendhilkumar, and GS Maha-
laksmi. 2018. Meme classification using textual and
visual features. In Computational Vision and Bio
Inspired Computing, pages 1015-1031. Springer.

Surendrabikram Thapa, Farhan Ahmad Jafri, Ali
Hiirriyetoglu, Francielle Vargas, Roy Ka-Wei Lee,
and Usman Naseem. 2023. Multimodal hate speech
event detection - shared task 4, case 2023. In Pro-
ceedings of the 6th Workshop on Challenges and Ap-
plications of Automated Extraction of Socio-political
Events from Text (CASE).

Surendrabikram Thapa, Aditya Shah, Farhan Ahmad
Jafri, Usman Naseem, and Imran Razzak. 2022. A
multi-modal dataset for hate speech detection on so-
cial media: Case-study of russia-ukraine conflict. In
CASE 2022-5th Workshop on Challenges and Appli-
cations of Automated Extraction of Socio-Political
Events from Text, Proceedings of the Workshop. As-
sociation for Computational Linguistics.

143



Event Causality Identification - Shared Task 3, CASE 2023

Fiona Anting Tan
Institute of Data
Science, National
University of Singapore,
Singapore
tan.f@u.nus.edu

Nelleke Oostdijk
Centre for Language Studies,
Radboud University,
The Netherlands
nelleke.
oostdijk@ru.nl

Surendrabikram Thapa
Department of Computer
Science, Virginia Tech,
United States of America
surendrabikram@vt .edu

Abstract

The Event Causality Identification Shared Task
of CASE 2023 is the second iteration of a
shared task centered around the Causal News
Corpus. Two subtasks were involved: In Sub-
task 1, participants were challenged to predict
if a sentence contains a causal relation or not.
In Subtask 2, participants were challenged to
identify the Cause, Effect, and Signal spans
given an input causal sentence. For both sub-
tasks, participants uploaded their predictions
for a held-out test set, and ranking was done
based on binary F1 and macro F1 scores for
Subtask 1 and 2, respectively. This paper in-
cludes an overview of the work of the ten teams
that submitted their results to our competition
and the six system description papers that were
received. The highest F1 scores achieved for
Subtask 1 and 2 were 84.66% and 72.79%, re-
spectively.

Keywords: Causal News Corpus, Causal event
classification, Cause-Effect-Signal span detec-
tion

1 Introduction

A causal relation represents a semantic relationship
between a Cause argument and an Effect argument,
where the occurrence of the Cause triggers the oc-
currence of the Effect (Barik et al., 2016). The
extraction of causal information from text holds
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significant implications for downstream applica-
tions in natural language processing (NLP), like
for summarization and prediction (Radinsky et al.,
2012; Radinsky and Horvitz, 2013; Izumi et al.,
2021; Hashimoto et al., 2014), question answer-
ing (Dalal et al., 2021; Hassanzadeh et al., 2019;
Stasaski et al., 2021), inference and understanding
(Jo et al., 2021; Dunietz et al., 2020).

Given the limited availability of data for causal
text mining (Asghar, 2016; Xu et al., 2020; Yang
et al., 2022; Tan et al., 2022b), in 2022, the
Causal News Corpus (CNC) was created (Tan et al.,
2022b).! We also introduced a shared task to pro-
mote modelling for two causal text mining tasks:
(1) Causal Event Classification and (2) Cause-
Effect-Signal Span Detection (Tan et al., 2022a).
This paper describes the second iteration of this
shared task. In this iteration, some parts of our data
have updated labels and for Subtask 2, much more
annotated data is provided.

The remainder of the paper is organized as fol-
lows: Section 2 describes the dataset and its an-
notations. Section 3 formally introduces the two
subtasks for the shared task. Section 4 describes the
evaluation metrics and competition set-up. Next,
Section 5 summarizes the methods used by par-

'The CNC was created by a similar group of authors, some
of which did not work on this shared task.
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Stat. Label Train  Dev Test  Total
# Causal 1624 185 173 1982
Sent- Non-causal 1451 155 179 1785
ences Total 3075 340 352 3767
Avg. Causal 3344 3441 3593 3375
# Non-causal 26.69 26.85 28.67 26.90
words Total 30.25 3096 32.24 30.50

Table 1: Subtask 1 Data Summary Statistics.

Statistic Train  Dev Test  Total
# Sentences 1624 185 173 1982
# Relations 2257 249 248 2754
Avg. rels/sent .39 135 143 139
Avg. # words 33.44 3441 3593 33.75

Cause 11.56 1220 1296 11.74

Effect 10.71 10.18 11.54 10.74

Signal 1.45 1.53 146 146
Avg # Sig./rel 070 0.64 0.79 0.70
Prop. of rels w/ Sig. | 0.68 0.63 0.76  0.69

Table 2: Subtask 2 Data Summary Statistics.

ticipants in the competition. Finally, Section 6
concludes this paper.

2 Dataset

Our shared task uses Version 2 (V2) of the Causal
News Corpus (Tan et al., 2022b), which is based on
the corpora released in the scope of Hiirriyetoglu
et al. (2021).2 V2 incorporates additional span
annotations for Subtask 2. As compared to the pre-
vious version of 160 sentences and 183 relations,
the current version contains 1981 sentences and
2754 causal relations. Annotations were also re-
vised for some examples across both Subtasks. The
summary statistics for Subtask 1 and 2 are available
in Tables 1 and 2 respectively.

3 Shared Task Description

The task is comprised of two subtasks related to
Event Causality Identification: (1) Causal Event
Classification and (2) Cause-Effect-Signal Span
Detection. The objective of each subtask is de-
scribed below in Sections 3.1 and 3.2. The 2023
edition is the second iteration of this shared task
which was first introduced in 2022 (Tan et al.,
2022a). The shared task is re-launched to work
on the larger and revised CNC-V2 discussed in the
earlier Section. Additionally, for Subtask 2, the
traditional evaluation metrics (P, R and F1) were

https://github.com/tanfiona/
CausalNewsCorpus

updated to use fairer evaluation calculations, dis-
cussed in Section 4.1.

3.1 Subtask 1: Causal Event Classification

The aim of this task is to classify whether an event
sentence contains any cause-effect meaning. Sys-
tems had to predict Causal or Non-causal labels
per test sentence. An event sentence was defined to
be Causal if it contains at least one causal relation.

3.2 Subtask 2: Cause-Effect-Signal Span
Detection

The objective of this task is to detect the consec-
utive spans relevant to a Causal relation. There
are three types of spans involved in a Causal rela-
tion: The Cause span refers to words that describe
the event that triggers another Effect event. The
Effect span refers to words that describe the result-
ing event arising from a Cause event. Signals are
optionally present, and are words that explicitly
indicate a Causal relation is present. In our dataset,
multiple Causal relations can exist in a sentence,
and participants have to identify all of them.

4 Evaluation & Competition

4.1 Evaluation Metrics

Evaluation metrics were the same as the shared
task launched last year (Tan et al., 2022a). For
Subtask 1, Precision (P), Recall (R), F1, Accu-
racy (Acc) and Matthews Correlation Coefficient
(MCC) metrics were used. For Subtask 2, Macro
P, R and F1 were used. Evaluation was conducted
at the relation level. In other words, examples with
multiple causal relations were unpacked and each
relation contributed equally to the final score. We
designed an evaluation algorithm that allows partic-
ipants to submit multiple Cause-Effect-Signal span
predictions per input sequence in any order. One
change from the previous years’ evaluation is that
we use the FairEval implementation® of segeval
(Nakayama, 2018; Ramshaw and Marcus, 1995) in
Subtask 2 to prevents double penalties of close-to-
correct predictions (Ortmann, 2022).

4.2 Baseline

For Subtask 1, we replicate last year’s BERT bench-
mark (Tan et al., 2022b,a). The model fine-tunes
the pre-trained (PTM) Bidirectional Encoder Rep-
resentations from Transformers (BERT) model

‘https://huggingface.co/spaces/
hpi-dhc/FairEval
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Rank Team Name Codalab Username R P F1 Acc  MCC
1 - DeepBlueAl 86.13 83.24 84.66 84.66 69.37
2 InterosML (Patel, 2023) rpatel12 87.28 81.62 8436 84.09 68.37
3 BoschAlI (Schrader et al., 2023) timos 87.86 80.00 83.75 83.24 66.83
4 CSECU-DSG (Hossain et al., 2023)  csecudsg 85.55 80.00 82.68 82.39 64.95
5 - elhammohammadi | 89.60 76.35 8245 81.25 63.52
6 BERT Baseline tanfiona 89.02 75.86 8191 80.68 62.37
7 Anonymous sgopala4 86.13 78.01 81.87 81.25 62.88
8 MLModeler5 (Bhatia et al., 2023) nitanshjain 87.28 65.37 7475 7T71.02 44.83
9 VISU kunwarv4 52.60 85.85 6523 7244 48.19
10 - pakapro 4740 44.09 45.68 44.60 -10.72

Table 3: Subtask 1 Leaderboard. Ranked by Binary F1. All scores are reported in percentages (%). Highest score

per column is in bold.

Cause (n=119) Effect (n=119) Signal (n=98)
R P Fl1 R P F1 R P Fl1

Ra- Team Name Codalab Overall

nk Username| R P F1

1 BoschAlI (Schrader et al., 2023) timos 63.98 8442 72.79
2 1Cademy Baseline tanfiona | 59.18 60.25 59.71
3 CSECU-DSG (Hossain et al., 2023) csecudsg | 36.12 40.00 37.96
4 - pakapro | 0.00 0.00 0.00

59.66 85.28 70.20 | 62.88 82.76 71.46 | 70.44 85.36 77.18
5420 6092 57.36 | 59.04 6598 6232 | 64.75 5475 59.33
40.00 42.86 41.38 | 31.44 3343 3240 | 36.72 4422 40.12
0.00 0.00 0.00 | 000 0.00 0.00 | 000 0.00 0.00

Table 4: Subtask 2 Leaderboard. Ranked by Overall Macro F1. All scores are reported in percentages (%). Highest

score per column is in bold.

(Devlin et al., 2019) for sequence classification.
After BERT encodes sentences into word em-
beddings, the hidden state corresponding to the
[CLS] token is fed through a binary classification
head to obtain the predicted logits. We used the
bert-base-cased pre-trained model.

For Subtask 2, we replicate the top submis-
sion from last year’s shared task. Team 1Cademy
(Chen et al., 2022)* framed the challenge as
a reading comprehension task that aims to pre-
dict the start and end token positions of each
Cause, Effect, and Signal span. We used the
albert-xxlarge-v2 (Lan et al., 2019) pre-
trained model.

4.3 Competition Set-up

We used the Codalab website to host our competi-
ion 5
tion.

Registration 29 participants requested to par-
ticipate on the Codalab page. However, we re-
quired participants to email us some personal de-
tails (Name, Institution and Email) to avoid teams
from creating multiple accounts to cheat. Eventu-
ally, only 23 participants were successfully regis-
tered, out of which, only 10 accounts participated
by uploading predictions.
*https://github.com/Gzhang-umich/

1CademyTeamOfCASE

SThe competition pageis athttps://codalab.lisn.
upsaclay.fr/competitions/11784.

Trial and Test Periods The trial period started
on May 01, 2023, where the training and validation
data were released. Participants could upload any
number of submissions against the validation set,
and they could also submit results for the validation
set at any point in time. The main purpose of this
setting is for participants to familiarise themselves
with the Codalab platform.

The test period started on June 15, 2023 and
ended on July 7, 2023. Each participant was al-
lowed only 5 submissions to prevent participants
from over-fitting to the test set. After the compe-
tition ended, an additional scoring page was cre-
ated,® where participants could upload one result
a day to generate more scores for their description
papers. None of the scores from this additional
scoring page were included into the final leader-
board.

For both Subtasks, the performance was ranked
by F1 score: the binary F1 score for Subtask 1, and
the Macro F1 score for Subtask 2.

5 Participant Systems

5.1 Overview

Nine participants successfully submitted scores to
Subtask 1 while only three successfully submitted
scores to Subtask 2 during test period. Table 3 and

®The additional scoring page is at https://codalab.
lisn.upsaclay.fr/competitions/14265.
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Ra- Team Name Codalab Overall
nk Username| R P F1

Cause (n=119) Effect (n=119) Signal (n=98)
R P Fl R P F1 R P Fl

1 BoschAlI (Schrader et al., 2023) timos

2 1Cademy Baseline tanfiona | 38.68 41.98 40.26
3 CSECU-DSG (Hossain et al., 2023) csecudsg | 21.16 24.80 22.84
4 - pakapro 0.00 0.00 0.00

53.47 8259 64.91

47.39 82.52 60.20 | 50.41 80.26 61.93 | 64.68 84.97 73.45
33.64 4045 36.73 | 36.04 43.96 39.60 | 47.00 41.59 44.13
24.63 2646 2551 | 1466 1697 1573 | 23.96 31.51 27.22
0.00 0.00 0.00 | 000 0.00 0.00 | 000 0.00 0.00

Table 5: Subtask 2 Leaderboard for Examples with Multiple Causal Relations. This leaderboard was not used in the
competition ranking but provided here for discussion purposes. All scores are reported in percentages (%). Highest

score per column is in bold.

4 reflects the leaderboard for Subtask 1 and 2 re-
spectively for evaluation metrics described earlier
in Section 4.1. For Subtask 2, we further provided
the performance for each span type (i.e., Cause,
Effect and Signal). We also provide a separate
leaderboard for examples with multiple causal rela-
tions in Table 5.

For Subtask 1, the top performing team was
DeepBlueAl, scoring 84.66% for F1. DeepBlueAl
also topped the charts for Acc and MCC scores.
Team InterosML (Patel, 2023) followed closely af-
ter, with an F1 score of 84.36%. Unfortunately,
DeepBlueAl did not submit a paper, so we do not
know the method they used. InterosML’s (Patel,
2023) employed a two-phased approach to fine-
tune the model first using ROBERTa embeddings
and with contrastive loss.

For Subtask 2, the top performing team was
BoschAlI (Schrader et al., 2023) with an F1 score
of 72.79%, far higher than the 1Cademy baseline
that we provided. A key modelling decision that
they had was to stack multiple token labels into
one target label, thereby allowing their model to
detect multiple causal relations per sequence. This
key feature sets them ahead of the model design
of the 1Cademy baseline. This can be observed
by the large improvements in overall F1 score of
24.65% for examples with multiple causal relations
in Table 5 (40.26% vs 64.91.%).

All participants used pre-trained models in their
frameworks. For Subtask 1, although multiple
teams described a similar sequence classification
framework using BERT and RoBERTa, different F1
scores were reported. This suggests the importance
of carefully designing and implementing suitable
hyperparamters in training a model.

5.2 Methods

We summarize the systems of the six teams that
submitted description papers below, sorted accord-
ing to their leaderboard ranking. Only four papers
were accepted to be included in the proceedings of
the CASE workshop.

5.2.1 Subtask 1

InterosML (Patel, 2023)’s methodology in-
volved two phases: (1) pre-training a baseline
RoBERTa model with supervised contrastive loss
(SuperCon), and (2) Fine-tuning the pre-trained
model on Subtask 1 itself. For Phase 1, the positive
instances refer to sequences containing causal rela-
tions, while negative instances refer to sequences
without causal relations. The authors demonstrate
the usefulness of using contrastive loss, achiev-
ing high F1 score of 84.36%, clinching 2nd place,
and only slightly below the first place’s score. In
their paper, they present T-SNE visualizations to
investigate the effectiveness of their model on the
classification task.

BoschAl (Schrader et al., 2023) used a sequence
classification framework that outputs a prediction
based on the [CLS] embedding. They experi-
mented with two pre-trained models, BERT-large
and RoBERTa-large. A weighted cross-entropy
loss was applied to up-weight positive samples.

CSECU-DSG (Hossain et al., 2023) used two
transformer models, DeBERTa and RoBERTa to
extract contextualized embeddings, which are then
combined through a linear feed-forward layer to
estimate the probability score of each class. A
weighted average of the scores from the two mod-
ules is used to obtain the final probability of the
scores for each label.

Anonymous they experimented with two mod-
els: (1) BERT-base sequence classifier and (2)
few-shot prompting of GPT-4 using 0, 2, 4, 6, 14
prompts. In their experiments, they showed that
a fine-tuned BERT classifier obtains an F1 score
of 81.8%, exceeding the best score possible with
GPT-4 of 70.7%. They also did not find a corre-
lation between increasing the number of prompts
shown to GPT-4 with any improvements in F1.

MLModeler5 (Bhatia et al.,, 2023) used a
RoBERTa sequence classification model to clas-
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sify input sequences with a binary label indicat-
ing if causal relations exists in the sequence or
not. Their main contribution is the exploration of
four datasets, created by processing the original
data with four different heuristics-based method.
According to their experiments, their model per-
formed best when trained on a dataset that had stop
words removed and abbreviations were replaced in
the input sequences.

VISU used multiple embedding methods (static,
stacked, and contextualized) for this task. For
non-contextualized embeddings, a BiLSTM was
applied onto various embeddings from GloVe, fast-
Text or frozen-BERT. For contextualized embed-
dings, a linear layer was applied onto various em-
beddings like ERT-base, BART, DistilBERT or
RoBERTa. In their experiments, they demonstrate
that contextualized embeddings obtain the highest
F1 scores, the best being RoBERTa which scored
an F1 of 65.23%.

5.2.2 Subtask 2

BoschAI (Schrader et al., 2023) approached the
task as a sequence tagging task using the BILOU
(Alex et al., 2007) labeling scheme. This scheme
extends the BIO scheme by adding markers for the
end of a multi-token sequence (L) and a single-
token entity (U). They experimented with two pre-
trained models, BERT-large and RoBERTa-large,
that generate embeddings fed to a linear layer to
obtain logits per token, then the logits were parsed
through a CRF output layer to compute the most
likely consistent tag sequence. However, this ap-
proach can only predict a single output sequence
per sample, which is not suitable for sentences with
multiple causal chains. To address this, the BILOU
labels are stacked using a pipe (I) operator similar
to Strakova et al. (2019), allowing the model to
consider multiple causal relations within a single
instance. Three layers are used to keep the label
space manageable. Stacked labels occurring in the
training and validation data are added, resulting in
approximately 300 three-layer BILOU labels. Dur-
ing evaluation, these stacked labels are split into
three distinct layers, allowing the model to predict
up to three different causal relations per sentence.
Data augmentation was also used to increase the
number of training samples. This approach was
able to rank first in the subtask with an F1-score of
72.79%.

CSECU-DSG (Hossain et al., 2023) employed
two different transformer models, namely De-
BERTa and DistilRoBERTa, independently for cap-
turing cause-effect and signal span features, respec-
tively. Subsequently, they combined both sets of
features and fed them into a stacked BiLSTM net-
work to capture long-term relationships among the
tokens. After the BILSTM network, a max-pooling
layer and classifier were incorporated to predict to-
ken labels. To enhance system performance, the au-
thors introduced a contrastive loss for cause-effect
token classification, whereas, for signal token clas-
sification, they utilized cross-entropy loss, consider-
ing that signal tokens may or may not be present in
the text. The R, P, and F1 achieved by the approach
were 36.12%, 40.00%, and 37.96% respectively.

6 Conclusion

In conclusion, our shared task investigated two im-
portant tasks in causal text mining, namely: (1)
Causal Event Classification, and (2) Cause-Effect-
Signal Span Detection. Our shared task attracted
23 registered participants and 10 active participants.
Based on the six description papers received, some
novel methods that exceeded our initial baseline
were proposed. The best F1 scores achieved for
Subtask 1 and 2 were 84.66% and 72.79% respec-
tively.
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Abstract

Ensuring the moderation of hate speech and its
targets emerges as a critical imperative within
contemporary digital discourse. To facilitate
this imperative, the shared task Multimodal
Hate Speech Event Detection was organized
in the sixth CASE workshop co-located at
RANLP 2023. The shared task has two sub-
tasks. The sub-task A required participants to
pose hate speech detection as a binary prob-
lem i.e. they had to detect if the given text-
embedded image had hate or not. Similarly,
sub-task B required participants to identify the
targets of the hate speech namely individual,
community, and organization targets in text-
embedded images. For both sub-tasks, the par-
ticipants were ranked on the basis of the F1-
score. The best Fl-score in sub-task A and
sub-task B were 85.65 and 76.34 respectively.
This paper provides a comprehensive overview
of the performance of 13 teams that submit-
ted the results in Subtask A and 10 teams in
Subtask B.

1 Introduction

The rise of social media has altered the global com-
munication and information landscape, allowing
people from all walks of life to share their opin-
ions and perspectives on a wide range of topics, in-
cluding heated geopolitical events (Overbey et al.,
2017; Chen and Zimbra, 2010). This free-flowing
exchange of ideas, however, has not been without
difficulties. The rapid proliferation of hate speech,
which includes harsh language, disrespectful state-
ments, and discriminatory rhetoric directed at indi-
viduals or groups based on their ethnicity, national-
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ity, or beliefs, is one of the most alarming concerns
afflicting online platforms (Parihar et al., 2021). In
times of political crisis, such as the Russia-Ukraine
Crisis, the prevalence of hate speech becomes even
more pronounced (Thapa et al., 2022). Its impact
goes beyond dividing communities; it also brings
about considerable concerns for sustaining peace
and stability in regions facing conflict-related is-
sues.

Text-embedded images have gained popularity
due to their easy sharability and the combination
of visual and textual elements, making them a com-
mon mode for information sharing (Chen et al.,
2022; Bhandari et al., 2023; Lee et al., 2021). How-
ever, this convenience also has a downside — it am-
plifies the prevalence of hate speech in social media.
To combat the propagation of hate content through
text-embedded images, the identification of hate
speech within such media holds significant impor-
tance (Cao et al., 2022; Pramanick et al., 2021b;
Sharma et al., 2022). By detecting and curbing hate
speech within these images, we can work towards
maintaining a healthier digital environment. In an
attempt to curb hate speech in the context of the
Russia-Ukraine crisis, Bhandari et al. (2023) pro-
posed a multimodal dataset of 4,723 text-embedded
images annotated for presence of hate speech, di-
rection of hate speech (targeted vs untargeted) and
targets of hate speech. Building on this ground-
work and to attract greater attention toward the
issue of hate speech in text-embedded images, we
introduced a shared task at the CASE 2023 work-
shop (co-located with RANLP 2023) utilizing the
dataset. The shared task has two subtasks: subtask
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A which deals with the identification of hate speech
and subtask B which deals with the identification
of targets in hate speech. Through this shared task,
we intend to stimulate active engagement and col-
laboration in addressing this critical challenge of
identifying and mitigating hate speech within the
digital landscape, specifically in the context of text-
embedded images.

The rest of the paper is organized as follows:
Section 2 gives a brief outlook of the related works
in multimodal hate speech classification. In section
3, the subtasks of the shared task are presented.
Similarly, section 4 describes the CrisisHateMM
dataset in brief. Section 5 describes the system that
we used in the competition along with the evalua-
tion metrics. Similarly, section 6 sheds light on the
methodologies used by the teams that submitted the
system description papers. Section 7 gives a brief
analysis of the system descriptions, and section 8
finally concludes the paper.

2 Related Work

The task of detecting hate speech in social media
has gained significant traction, primarily focusing
on text-based content (Alam et al., 2022; Chhabra
and Vishwakarma, 2023). However, there has been
lesser efforts in classification of text-embedded im-
ages for hate speech in social media (Gomez et al.,
2020; Bhandari et al., 2023). In recent times, there
has been a notable surge in scholarly interest to-
wards identifying hate speech in memes or images
containing text (Ji et al., 2023; Hermida and San-
tos, 2023; Karim et al., 2022; Yang et al., 2022,
2019a; Perifanos and Goutsos, 2021). Memes of-
ten combine images and text with the intention of
humor. On the other hand, text-embedded images
are essentially images that incorporate text within
them. This category encompasses not only memes
but also other forms of textual-visual content, such
as screenshots taken from TV headlines. In these
cases, the image itself serves to provide context,
while the accompanying text conveys the informa-
tion within that context. While meme analysis has
been a focal point for researchers, the examina-
tion of hate speech in these text-embedded images
deserves equal attention. The introduction of this
shared task stems from the recognition of this re-
search gap.

Similarly, the exploration of memes or multi-
modal textual-visual data has predominantly con-
centrated on the broader scope of general social

media platforms. The efforts to create dedicated
datasets and conduct research within specific con-
texts have been quite limited. Recently, some re-
search have shown efforts to understand such multi-
modal textual-visual data for specific contexts and
applications. For instance, Pramanick et al. (2021a)
investigated harmful memes and their targets in the
context of the COVID-19 pandemic. They labeled
COVID-19-related memes to indicate harmfulness
and the targets of these harmful memes. Expand-
ing on this work, Pramanick et al. (2021b) also
studied memes related to the US election using
the same labeling approach. Additionally, Naseem
et al. (2023) introduced a dataset containing 10,244
memes critical of vaccines. These initiatives are
gradually paving the way for future research that
aligns with specific contexts. This shared task is
also an attempt to attract the attention of the re-
search community, encouraging their involvement
in context-oriented investigations.

3 Task Description

According to Warner and Hirschberg (2012), hate
speech is a particular form of offensive language
that considers stereotypes to express an ideology
of hate. Here, we assume that offensive language is
a type of opinion-based information that is highly
confrontational, rude, or aggressive (Zampieri et al.,
2019), which may be led explicitly or implicitly
(Vargas et al., 2021; Poletto et al., 2021). In the
same settings, hate speech is a particular form of of-
fensive language used against target groups, mostly
based on their social identities.

3.1 Subtask 1: Hate Speech Detection

The goal of this task is to identify whether the
given text-embedded image contains hate speech
or not. The dataset used for this subtask consists
of text-embedded images, and these images are
annotated to indicate the presence or absence of
hate speech. More precisely, the dataset for this
sub-task comprises two labels: “Hate Speech” and
“No Hate Speech”.

3.2 Subtask 2: Identification of Targets of
Hate Speech

The goal of this subtask is to identify the targets of
hate speech in a given hateful text-embedded im-
age. Although hate speech text-embedded images
may contain various potential targets falling into
numerous categories, our subtask focuses solely
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on identifying three predetermined targets outlined
within the dataset used in our shared task. The
text-embedded images in the dataset are annotated
for “community”, “individual” and “organization”
targets. Consequently, our objective centers on
the identification of these particular targets within
text-embedded images featuring hate speech.

4 Dataset

In our shared task, we used the CrisisHateMM
dataset (Bhandari et al., 2023). This dataset con-
sists of a total of 4,723 text-embedded images
centered around the Russia-Ukraine Crisis (Thapa
et al., 2022). Within these 4,723 text-embedded
images, 2,058 did not have any instances of hate
speech, while the remaining 2,665 contained ele-
ments of hate speech. Among these 2,665 images
with hate speech, a subset of 2,428 text-embedded
images exhibited instances of targeted or directed
hate speech. In our shared task, we used only
text-embedded images that exhibited directed hate
speech and those that did not have any hate speech.
Thus, a total of 4,486 text-embedded images were
used in our shared task. We split the dataset into
train, evaluation, and test stages for both subtasks
A and B in a stratified manner, maintaining a pro-
portionate split ratio of approximately 80-10-10.

Subtask Classes Train Eval Test
Hate 1942 243 243
Subtask A N Hae 1658 200 200
Individual 823 102 102
Subtask B Community 335 40 42
Organization 784 102 98

Table 1: Statistics of the dataset at train, evaluation, and
test phase of our shared task

S Evaluation and Competition

This section describes our competition environment
including ranking methods and other details regard-
ing the competition.

5.1 Evaluation Metrics

In order to assess the performance of participants’
submissions, we used accuracy, precision, recall,
and macro F1-score. The rank of the participants
was determined by sorting based on the macro F1-
score.
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5.2 Competition Setup

We hosted our competition using the Codalab'. The
competition had two phases: an evaluation phase,
which introduced participants to the Codalab sys-
tem, and a testing phase which determined the final
leaderboard ranking based on performance.

Registration: A total of 51 participants regis-
tered for our competition. The diverse range of
email domains used indicated that the competition
successfully attracted individuals from various ge-
ographical regions. Among all the registered par-
ticipants, a total of 13 teams submitted their predic-
tions.

Competition Timelines: The competition started
on May 1, 2023, with the release of training and
evaluation data. The first phase was the evaluation
phase. As the purpose of the evaluation phase was
to make participants familiarize with codalab, the
evaluation data labels were also provided to partic-
ipants. Subsequently, the test phase started on June
15, 2023, with the release of test data that didn’t
have any ground truth labels. Originally planned
to conclude on June 30, 2023, the test phase was
extended to July 7, 2023, in response to multiple
participant requests. Finally, the deadline for sub-
mitting the system description paper was set for
July 24, 2023.

6 Participants’ Methods

6.1 Overview

A total of 13 participants submitted scores for sub-
task A, while subtask B received 10 successful
submissions. The leaderboards for subtasks A and
B are presented in Table 2 and 3 respectively. No-
tably, in both subtasks, ARC-NLP (Sahin et al.,
2023) achieved the highest performance in terms
of the F1-score, with scores of 85.65 for subtask
A and 76.34 for subtask B. Our next step involves
an in-depth discussion of each team’s approaches
to gain a thorough understanding of the technical
intricacies involved.

6.2 Methods

Below, we provide a summary of the systems
from the eight teams that submitted description
papers, organized based on their leaderboard rank-
ing. Among these submissions, seven papers have

'The competition page can be found here: https:
//codalab.lisn.upsaclay.fr/competitions/
13087.



Rank Team Name Codalab Username  Accuracy Precision Recall Fl-score

1 ARC-NLP (Sahin et al., 2023) arc-nlp 85.78 85.63 85.67 85.65

- bayesiano98 85.33 85.28 85.61 85.28
3 IIC_Team (Singh et al., 2023) karanpreet_singh 84.65 84.76 85.08 84.63
4 - DeepBlueAl 83.52 83.35 83.56 83.42
5 CSECU-DSG (Aziz et al., 2023) csecudsg 82.62 82.44 82.52 82.48
6 Ometeot] (Armenta-Segura et al., 2023) Jesus_Armenta 81.04 80.94 81.21 80.97
7 SSN-NLP-ACE (K et al., 2023) Avanthika 79.01 78.81 78.78 78.80
8 VerbaVisor (Esackimuthu and Balasundaram, 2023) Sarika22 78.56 78.49 78.06 78.21
9 - rabindra.nath 78.33 78.42 77.68 77.88
10 Lexical Squad (Kashif et al., 2023) md_kashif_20 73.59 73.72 72.7. 72.87
11 GT lueluelue 52.60 52.19 52.19 52.19
12 Team + 1 pakapro 49.66 49.39 49.38 49.36
13 ML _Ensemblers Sathvika.V.S 57.79 72.40 53.34 42.94

Table 2: Sub-task A (Hate Speech Classification) Leaderboard, Ranked by Macro F1-Score. All scores are presented
as percentages (%). The highest score in each column is highlighted in bold.

been accepted for inclusion in the proceedings of
the CASE workshop.

6.2.1 Subtask A

ARC-NLP (Sahin et al., 2023) leveraged syntac-
tic features from the text extracted from the dataset
along with ensemble learning in order to predict
the presence of hate speech. The information
from textual and visual encoders is used to train
the multi-layer perception (MLP) (Murtagh, 1991).
Similarly, XGBoost (Chen and Guestrin, 2016),
Light Gradient Boosting Machine (LGBM) (Alza-
mzami et al., 2020), and Gradient Boosting Ma-
chine (GBM) (Natekin and Knoll, 2013; Ayyade-
vara and Ayyadevara, 2018) are trained on syntacti-
cal and Bag of Words-based features (Zhang et al.,
2010). A weighted ensemble (Hiirriyetoglu et al.,
2022; Sahin et al., 2022) is used to make the final
decision. This method stands as the first method
with an F1-score of 85.65.

IIC_Team (Singh et al., 2023) implemented
XLM-Roberta-base, BILSTM, XLNet base cased,
and ALBERT on the CrisisHateMM (Bhandari
et al., 2023) dataset, consisting of over text-
embedded images related to the Russia-Ukraine
conflict. The models were fine-tuned on the train-
ing sets to enhance hate speech identification, in
which they slit the dataset in 80% for training and
20% for validation. Lastly, a robust preprocessing
step was performed to prepare the textual data. The
authors obtained a high performance presenting an
impressive F1 score of 84.62 for sub-task 1 using
XLM-Roberta-base. Finally, even though in this
proposal the authors did not provide any evaluation
related to potential social bias in hate speech tech-
nologies (Davani et al., 2023; Vargas et al., 2023),
for future works, they aim to tackle strategies to-

wards social bias mitigation, as well as improve the
amount of data and its diversity in order to obtain
more generalized and accurate results.

CSECU-DSG (Aziz et al., 2023) used a multi-
modal approach by contextualizing text character-
istics using the BERT transformers model. The
Bi-LSTM was used to understand long-term con-
textual relationships and facilitate the extraction of
hate speech from the text recovered from images.
The ViT transformers model was used to extract
visual information from photographs. They used a
multi-sample dropout method after combining the
outputs of the multimodal and BiLSTM modules
to arrive at the final prediction. By achieving an
F1-score of 82.48 and an accuracy of 82.62, this
technique ranked fifth in subtask A.

Ometeotl (Armenta-Segura et al., 2023) used the
pre-trained transformer approach BertForSequence-
Classification model with the bert-base-uncased ar-
chitecture from huggingface”. They didn’t utilize
any preprocessing for subtask A and achieved an
F1 score of 80.97. The authors secured the 6th rank
in subtask A.

SSN-NLP-ACE (K et al., 2023) extracted the
text from text-embedded images using Google Vi-
sion API and extracted the features using the TF-
IDF (Adhikari et al., 2021) approach. They used
the traditional machine learning approach i.e. sup-
port vector machine (SVM). In the SVM, the clos-
est data points are the support vectors in finding
the optimal plane. The kernel applied in SVM is
RBF (Radial Basis Function). The authors tuned
the parameters to maximize F1-score to 78.80 and
an accuracy of 79.01 in subtask A.

https://huggingface.co/
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Rank Team Name Codalab Username  Accuracy Precision Recall Fl-score
1 ARC-NLP (Sahin et al., 2023) arc-nlp 79.34 76.37 76.36 76.34
2 - bayesiano98 77.27 73.30 75.54 74.10
3 IIC_Team (Singh et al., 2023) karanpreet_singh 72.31 71.05 68.94 69.73
4 VerbaVisor (Esackimuthu and Balasundaram, 2023) Sarika22 71.49 68.41 67.77 68.05
5 CSECU-DSG (Aziz et al., 2023) csecudsg 69.01 65.75 65.25 65.30
6 - DeepBlueAl 69.83 66.48 64.62 65.25
7 Ometeot] (Armenta-Segura et al., 2023) Jesus_Armenta 64.05 67.93 56.48 56.77
8 SSN-NLP-ACE (K et al., 2023) Avanthika 64.05 70.13 53.84 52.58
9 ML _Ensemblers Sathvika.V.S 52.89 48.88 44.44 43.32
10 pakapro Team + 1 35.12 35.59 34.42 33.42

Table 3: Sub-task B (Targets of Hate Speech Classification) Leaderboard, Ranked by Macro F1-Score. All scores
are presented as percentages (%). The highest score in each column is highlighted in bold.

VerbaVisor (Esackimuthu and Balasundaram,
2023) implemented Artificial Neural Networks
(ANN) (Mishra and Srivastava, 2014) model along
with the ALBERT (Lan et al., 2019) model for this
subtask. Out of these two ALBERT performed the
best with a Fl-score of 78.21. The ANN model
performed poorly as compared to ALBERT.

Lexical Squad (Kashif et al., 2023) used an ap-
proach to combine both textual and visual informa-
tion from the text-embedded images. They used a
combined representation from different unimodal
models: XLNet (Yang et al., 2019b) and BERT
(Kenton and Toutanova, 2019) for textual features
and Inception-V3 (Szegedy et al., 2016) for visual
features. Stacking was used to generate a com-
bined representation. This approach gave them
a Fl-score of 74.96 which is above 3 points im-
provement when using XLNet alone and above
5 points improvement when using BERT alone.
When solely utilizing Inception-V3, they achieved
an F1-score of 48.11. The empirical evaluations by
the authors showed that the approach yielded poor
performances when a model had to leverage a lot
of visual information to make decisions.

ML _Ensemblers used a variety of algorithms,
which includes Naive Bayes (Rish et al., 2001), k-
Nearest Neighbors (KNN) (Jiang et al., 2007), Ran-
dom Forest (Breiman, 2001), Decision Trees (Kot-
siantis, 2013), and Support Vector Machine (SVM)
(Cortes and Vapnik, 1995; Pisner and Schnyer,
2020). Among these algorithms, Naive Bayes dis-
played the highest performance with an F1-score of
42.94. 1t’s important to note that the mentioned ap-
proach is not an ensemble, as each algorithm was
assessed separately rather than being combined
into a unified model. The approach ranked 13th in
subtask A.

6.2.2 Subtask B

ARC-NLP (Sahin et al., 2023) made use of en-
tity features along with CLIP (Radford et al., 2021)
embeddings to create a feature that was leveraged
to classify targets of hate speech. Similar to the ap-
proach for subtask A, the ensemble methods were
then used to make the final decision. The method
was ranked first in the competition with an F1-score
of 76.34. The importance of NER in hate speech
and target classification has been an interest of the
academic community and this method reaffirms
that the NER characteristics are very important.

IIC_Team (Singh et al., 2023) implemented
XLM-Roberta-base, BILSTM, XL Net base cased,
and ALBERT on the CrisisHateMM (Bhandari
et al., 2023) dataset related to the Russia-Ukraine
conflict. The authors obtained an F1 score of 69.73
for sub-task 2 using XLLM-Roberta-base.

VerbaVisor (Esackimuthu and Balasundaram,
2023) applied ALBERT to approach the problem of
target detection in our shared task. They were able
to get the fourth rank with an F1-score of 68.05.

CSECU-DSG (Aziz et al., 2023) used the multi-
modal technique in which they adjusted the BERT
(Kenton and Toutanova, 2019) transformers model
to extract the text’s contextualized properties. The
Vision Transformers (ViT) (Dosovitskiy et al.,
2020) model was used to extract the visual informa-
tion from the given image, and the Bi-LSTM was
used to learn the long-term contextual dependency
that enables the model to extract the hate informa-
tion present in the context. On top of the outputs
from the multimodal and BiLSTM modules, the
multi-sample dropout strategy is then applied to ob-
tain the final prediction. This approach gave them
an Fl-score of 65.30 and an accuracy of 69.01.
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Ometeotl (Armenta-Segura et al., 2023) em-
ployed the huggingface bert-base-uncased architec-
ture with the pre-trained transformer method Bert-
ForSequenceClassification model. Unlike subtask
A, for subtask B, they used preprocessing outside
of BERT processing of the text, such as eliminating
special letters or stopwords, and they received an
F1 score of 56.77. The authors placed the seventh
rank in subtask B. The case study of different ex-
amples led them to hypothesize that image features
are more important in target identification than hate
speech classification.

SSN-NLP-ACE (K et al., 2023) employed the
TF-IDF technique to extract the features from the
text of text-embedded images. They approached
subtask B using the conventional machine-learning
method of Logistic Regression (Nick and Camp-
bell, 2007). It is a technique for statistical analysis
that makes use of probability estimates. The hyper-
parameters were optimized by the authors and an
F1-score of 52.58 was achieved.

ML _Ensemblers employed multiple algorithms
for target detection. They utilized various al-
gorithms namely Naive Bayes algorithm (Rish
et al., 2001; Thapa et al., 2020), k-Nearest Neigh-
bors (kNN) (Jiang et al., 2007), Random Forest
(Breiman, 2001), Decision Tree (Kotsiantis, 2013),
and Support Vector Machine (SVM) (Cortes and
Vapnik, 1995; Pisner and Schnyer, 2020). Among
these, the multinomial Naive Bayes algorithm per-
formed the best with an F1-score of 43.32.

7 Discussion

The methods from different participants gave in-
teresting insights into various methods. Particu-
larly, transformer-based methods were seen to be
more effective. Most participants utilized BERT-
based variations to extract textual features from
the dataset. For the extraction of visual features,
participants turned to vision transformers, CLIP
(Radford et al., 2021), and established methods
like Inception-V3. The methodology proposed by
Sahin et al. (2023) suggested that syntactical and
entity features are equally important to leverage
textual information from the dataset, particularly
from instances that were related to the identifica-
tion of targets of hate speech. While it is impor-
tant to comprehend the utility of transformer-based
models, K et al. (2023) suggested that traditional
machine learning algorithms can also give a satis-

156

factory performance in hate speech classification.
While their algorithm excelled in subtask A, ad-
dressing target identification remained challenging
for such traditional machine learning approaches.
The promising direction for future research is to
explore the applications of vision-language models
specifically pretrained for the classification of hate
speech in text-embedded images of memes.

8 Conclusion

In conclusion, through our shared task at CASE
2024, we were able to contribute to promoting the
research and interest in hate speech and target clas-
sification in text-embedded images. The shared
task was successful in attracting over 50 partici-
pants. The participants altogether made over 250
submissions on the test set. The highest perfor-
mance of F1-score 85.65 was achieved in subtask
A and Fl1-score 76.34 in subtask B. This shows that
there is still scope for improvement in the tasks
proposed in our shared task. Building on the mo-
mentum of this successful shared task, we intend
to continue the shared task in the future with more
subtasks in languages other than English. This ex-
pansion will aim to foster a more inclusive under-
standing of hate speech detection that goes beyond
linguistic and cultural boundaries.
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Abstract

The purpose of the shared task 2 at the Chal-
lenges and Applications of Automated Ex-
traction of Socio-political Events from Text
(CASE) 2023 workshop was to test the abil-
ities of the participating models and systems
to detect and geocode armed conflicts events
in social media messages from Telegram chan-
nels reporting on the Russo Ukrainian war. The
evaluation followed an approach which was in-
troduced in CASE 2021 (Giorgi et al., 2021):
For each system we consider the correlation of
the spatio-temporal distribution of its detected
events and the events identified for the same
period in the ACLED (Armed Conflict Loca-
tion and Event Data Project) database (Raleigh
et al., 2010). We use ACLED for the ground
truth, since it is a well established standard in
the field of event extraction and political trend
analysis, which relies on human annotators for
the encoding of security events using a fine
grained taxonomy. Two systems participated in
this shared task, we report in this paper on both
the shared task and the participating systems.
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1 Introduction

Automatic discovery of an event’s location is an
important sub-task of event extraction: most events
occur at a defined location, reported in text. Usu-
ally the event time can be guessed by the time of the
publication of the news article or the social media
post and the presence of temporal adverbs. How-
ever, it 18 far more difficult to detect the location:
multiple events can be reported in the same story,
each with potentially no, one, or multiple locations
mentioned in the text (Halterman, 2019; Radford,
2021; Akdemir et al., 2018).

Event geoparsing, as distinguished from sim-
ple geoparsing, is an important part of the event
extraction process (Halterman, 2019; Dewandaru
et al., 2020; Halterman, 2023). The purpose of this
shared task was to provide a real-world evaluation
of event geoparsing and challenge the researchers,
working on event detection, to propose solutions
for event geocoding. Another critical aspect of this
evaluation is the comparison between automated
and manually curated datasets in line with Giorgi
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et al. (2021) and Zavarella et al. (2022).

Our evaluation methodology is based on spatio-
temporal correlation, using the PRIO GRID geo-
graphical cells (Tollefsen et al., 2012): We mea-
sured the correlation between the geographical
cells in which armed clashes were detected by
the participating systems and the cells containing
events from the gold standard data. Details about
the evaluation methodology are given in the section
Data set and evaluation methodology.

In the previous two years the shared task has
featured protest events with complex geographi-
cal patterns. This year data, referring to Russo
Ukrainian conflict, features battles situated along
the Russian Ukrainian border.

Conflict has a different structure than protest.
Protests are followed instantly by journalists, there
is a civilian population, you can get information
about the same protest from different news sources.
In a military conflict it is difficult to access infor-
mation as there is much less reporting from open
source. And the information is often unreliable
and imprecise. Conflict or their shape and size can
be hidden or difficult to assess. All these are the
main reasons why this work is both valuable and
difficult.

This year we had two submissions, which used
two different paradigms to event detection, exhibit-
ing different behaviour: The TMA system, a com-
bination of transformer-based classification model
and a geoparser, which achieved better correlation
and NEXUS, a rule based system also combined
with a geoparser.

2 Related work

Socio-political event extraction (SPE) has long
been a challenge for the natural language process-
ing (NLP) community, as reflected in previous edi-
tions of the Challenges and Applications of Au-
tomated Extraction of Socio-political Events from
Text (CASE) workshops (Hiirriyetoglu et al., 2022).
Specifically, event extraction in the security do-
main has been identified as an important applica-
tion area in the automatic information retrieval do-
main (Best et al., 2008). Similarly, deriving geolo-
cated information from social networks has been
seen early identified as an application-rich disci-
pline (Intagorn et al., 2010; De Longueville et al.,
2010). Despite the fact that detection and geocod-
ing of events from social media sources have been
studied for more than a decade, the field is still

vibrant and innovative as advances in Artificial In-
telligence make new approaches possible, and as
the evolution of the Web and its social media ser-
vices constitute a "moving target" for automatic
information extraction efforts.

3 Data

The goal of this task is to evaluate the performance
of automatic discovery of event locations systems
on modeling the spatial and temporal patterns of
violence in the Russo-Ukrainian War. The data con-
sists of Telegram messages from channels reporting
about developments in the Russo-Ukrainian war.
We evaluate the capability of participant systems to
reproduce the manually curated Russo-Ukrainian
War-related dataset.

3.1 Input Data

We provided one collection of English-language
messages from Telegram channels with a large
number of followers and constant broadcasts about
the Russo-Ukraine war. The data was scraped using
the official API from Telegram.

Telegram Telegram is the most important social
media of data for this topic as it is very popular
in the belligerant countries: Russia ranks second
in the world in terms of Telegram users (24.15
million) and Ukraine ranks eighth (7.02 million).
Data was scraped from Russian and Ukrainian Tele-
gram accounts with a large number of followers
who posted messages in English using the official
Telegram API. We gathered nearly 326K original
English Telegram Massages from Telegram Chan-
nels. Table 1 shows the Telegram Channels used
and the number of followers.

418 374 subscribers
95 788 subscribers
157 719 subscribers
24003 subscribers
52 226 subscribers
21 545 subscribers

Intel Slava Z

MoD Russia

Ukraine NOW
Pravda_Gerashchenko_en
UKR LEAKS_eng

Ukraine Today

Figure 1: Telegram Channels (verified channels) - (En-
glish Language)

The date ranges of the Telegram data and the
date ranges of the gold standard are the same. The
date range of Telegram data is February 24, 2022 /
August 24, 2022

3.2 Gold Standard Data

The Armed Conflict Location and Event Data
Project (ACLED) collects real-time data on the lo-

161



cations, dates, actors, fatalities, and types of all re-
ported political violence and protest events around
the world. The data ACLED collects is detailed
and manually curated. For this study, we have
used ACLED data from the date range: February
24, 2022 / August 24, 2022, and considered as
events only the events located in Ukraine with the
Battle event type. After the specified edits, we
have an ACLED data set of 18K rows. This dataset
was used as the gold standard data for the study.
We challenged the participant systems to repro-
duce the Gold Standard data set from ACLED’s
Curated Data comprising curated disorder events
directly related to the Russo-Ukrainian War.

4 Evaluation

The performance of event geolocation is evalu-
ated by computing correlation coefficients on event
counts aggregated on cell-days, using uniform grid
cells of approximately 55 kilometers sides from
the PRIO-GRID data set (Tollefsen et al., 2012).
We use these analytical measures as a proxy to the
spatio-temporal pattern of violence in the Russo-
Ukrainian War.

4.1 Metrics

We use the cell-days counts for two different analy-
sis: the correlation with the total daily “Battle cell"
counts (i.e., time trends alone) and the event counts
for each cell-day (i.e., spatial and temporal trends
together).

Temporal Trends The first analysis only consid-
ers the total number of “activated" cells (i.e., for
which at least one Battle typed event was recorded),
in the system output and Gold Standard data set.
This time series analysis is sufficient to estimate
how well the automatic systems capture the time
trends of the conflict. However, it does not compute
accuracy of system data in estimating the spatial
variation of the target process.

Spatial and Temporal Trends We also measure
the correlation coefficients on the absolute event
counts with respect to Gold Standard, over each
single cell-day.

For both analyses, we use two types of correla-
tion coefficients to assess variable’s relationship:
Pearson coefficient » and Spearman’s rank correla-
tion coefficient p. Moreover, we used Root Mean
Squared Error (RMSE) to measure the absolute

value of the error on estimating cell/event counts
from the Gold Standard.

5 Participating systems

5.1 XLM-RoBERTa and NEROne

The TMA system was composed of two modules:
event classification and geolocation. The classifier
was a xml-roberta—-small (Liu et al., 2019)
transformer model fine tuned using data from the
ACLED dataset on all the 26 fine-grained classes
using a batch size of 32 and 3 epochs. The training
data was sampled over several years over 800k
availlable data point in such a way to avoid highly
skewed distribution: a maximum of 1k data points
for each category, which resulted in a relatively
small dataset of 23.6k datapoints and also lead to
using the small version of the model instead of the
large one.

The geolocation was performed using the
NERORne system (Steinberger and Pouliquen, 2007)
which is mulitlingual system based on the geon-
ames dataset! with flexible matching and linking
capacities, and which is able to provide the 3-levels
of geographical information as expected by the
scorer. Moreover, NEROne is able to guess the
most likely place name among all the different geo-
graphical entities mentioned in a text.

An event was reported for a given text only if the
ACLED type matched any label under Battle
event type, and if a most likely place name was
identified and it was located in Ukraine, moreover
only entities for which the 3 levels of geoloca-
tion were predicted were considered. NEROne
has the possibility to detect time expressions in a
text, whenever that was the case, the date reported
by NEROne was used, otherwise the publication
date was considered.

5.2 NEXUS and Mordecai3

NEXUS is a multilingual event extraction system
(Tanev et al., 2008) in the domain of conflict and
disasters. It exploits language resources which are
learned semi-automatically (Tanev et al., 2009).
NEXUS is running as a module inside the Europe
Media Monitor (EMM) (Best et al., 2005). In this
shared task, however, we have run NEXUS as a
standalone system, in order to discovers armed
conflicts, reported in these posts. Regarding the
spatio-temporal components of the detected events,
NEXUS uses as event time, the time when the post

"http://www.geonames.org/
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Figure 2: The geo-referenced Ukraine-Russo conflict records from Gold Standard (small blue dots) overlaid with the
PRIO-GRID cells over the Ukraine.The red dots represent events recognized by the XLM-RoBERTa classification

model and NERone system from Telegram.

was published, while the location is detected with
the Mordecai3 geoparser (Halterman, 2023).

NEXUS classifies news articles and social media
posts into a taxonomy of security related events,
disasters, and humanitarian crises. Among the se-
curity related event classes, the system is capable
of detecting military events, such as battles, air at-
tacks and shelling, criminal events, such as robbery,
kidnapping, murder, rape, assault, cyberattacks, as
well as legal events such as trial and arrest.

Apart from the event type, location and time,
NEXUS also detects other event metadata, such
as conflict and crime perpetrators, dead and in-
jured victims, kidnapped people, arrested, and dis-
placed during war and disaster. Figure 3 shows an
overview of the NEXUS event template.

Event classification is performed through
AND/OR combinations of keywords, learned
through weakly supervised multilingual terminol-
ogy learning (Tanev, 2022). For the English lan-
guage NEXUS uses a statistical SVM classifier,
whose output is combined with the keyword classi-
fication, using empirically derived heuristics.

For our shared task run we filtered only the news
which contain events of type Armed conflict, which
is the NEXUS equivalent of the ACLED Battle.

Mordecai3 (Halterman, 2023) is an event geop-
arser that employs a two-step process for identi-

[Date

Location
EventType

d[ Number ‘

\ Description
Number
Description |
Number J

Description

Dea

Injured

Kidnapped \k

Number
Displaced

Description |
Arrested ll)zscnpll'(m ]

Perpetrators ll)esr:rlpll' rm]

| Weapons

Figure 3: Event template generated by the NEXUS
event extraction system

fying an event’s locations and resolving them to
their geographic coordinates. First, it identifies all
place names in the input text using named entity
recognition and attempts to resolve each to their en-
try in the Geonames gazetteer (Wick and Boutreux,
2011). As features, it uses string and vector similar-
ity between the extracted placenames and candidate
geolocations from the Geonames gazetteer, along
with contextual information from the other place-
names present in the text. It uses these features in
a neural networked trained on several thousand la-
beled events to select the best entry from Geonames.
To conduct the second step of linking events and
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T p RMSE
NexMor3 0.127 0.155 98.70
TMA 0.338 0.295  73.40

Table 1: Correlation coefficients and error rates for daily
Battle cell counts: r represents Pearson correlation co-
efficient, p is Spearman’s rank correlation coefficient,
and RMSE is the Root Mean Squared Error computed
on day-cell units.

locations, it uses a fine-tuned question answering
model (Halterman et al., 2023) that asks variations
of “Where did [event] take place?" and identifies
the location names that overlap with the answer
span. Mordecai3 can identify multiple locations
for a single event if they are present.

Only Telegram documents with ArmedConflict
events (the NEXUS’ counterpart of ACLED’s Bat-
tle) identified with NEXUS were processed with
Mordecai3.

6 Results

Table 1 shows the Pearson r, Spearman correla-
tion coefficient p and Root Mean Squared Error
(RMSE) of the total daily “Battle cell” counts of
the two participant systems with respect to the
Gold Standard, over the 6 months target time range.
Here, the correlations are between the total number
of cells per day where the system found an event
vs. the number of cells where an event happened
according to the Gold Standard (i.e., temporal pat-
terns and not spatial patterns). These correlation
measures are tolerant to errors in geocoding (as
long as the events are located in Ukraine) and es-
timate the capability of the systems to detect from
the source texts the evolution over time of the mil-
itary clash events, independent of their location.
We see that TMA system largely outperforms the
Nexus-Mordecai3 system (NexMor3 in the table)
in both Pearson r and Spearman p coefficients.

Table 2 reports Pearson r, Spearman correla-
tion coefficient p, and Root Mean Squared Error
(RMSE) over cell-day event counts of the two par-
ticipant systems with respect to Gold Standard, for
the 6 months time range. Here the variables range
over the whole set of PRIO-GRID cells included
in the Ukraine territory and, thus, shows the cor-
relation of event numbers across geo-cells, thus
evaluating the systems’ geolocation capabilities.
The correlation scores for this metrics are in the
lower to insignificant range as well for both sys-
tems, with a noticeable prevalence of TMA over
Nexus-Mordecai3.

r p RMSE
NexMor3 0.083 0.088  0.002
TMA 0.180 0.196  0.002

Table 2: Correlation coefficients and error rates for cell-
day event counts of the Baseline and participant systems
with respect to Gold Standard.

In Figure 4 and 5 we plot the time series of total
daily Battle cells for the Gold Standard and TMA
and Nexus-Mordecai3 systems, respectively. Only
the TMA system seems to slightly capture the vari-
ation in the temporal pattern (i.e., an initial large
number of Battle events which gradually declines,
with recurrent escalations), but both system sys-
tems detect only a fraction of the events: While the
average number of event per day is ca 10, the aver-
age number of event detected by the TMA system
is around 2.5.

A more lenient representation of the agreement
with Gold Standard is shown in Table 3. Here we
report the confusion matrix between grid cells that
Gold Standard and system runs code as experienc-
ing at least a Battle event. It can be observed that
only few of the cells classified as Battle by Gold
Standard are detected by the automatic systems,
which on the other hand incorrectly classified as
Battle several additional cells.

6.1 Discusion

The correlations with the Gold standard obtained by
both systems in this year shared tasks were much
lower than the performance of the systems in the
2021 issue of same task, when data from the Black
Lives Matter protests (Giorgi et al., 2021) were
used as a Gold standard. Moreover, the Nexus
system was also used in this 2021 shared task is-
sue, achieving six times higher temporal correla-
tion with the Gold standard than on the data from
Russo Ukrainian conflict. This clearly shows that
detecting and geolocating battles from the Russo
Ukrainian war was far more challenging than repli-
cating the data from Black Lives Matter protests.
Table 3 shows that both systems have very low re-
call 2% and 9.3% and overall poor performances.
There are several potential reasons for could lead
to these results outside the intrinsic performance
of each system: a) it could be that the data sample
from Telegram channel did not contain the actual
information allowing to recover the information
present in the ACLED dataset; b) it could be that
the data is unverified or biased, as such the systems
are penalized even if the correctly detect the event
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Gold Standard

Precision  Recall F1
true false
true 157 220
TMA false 1530 2435255 0.416 0.093 0.152
true 39 75
NexMor3 false 1648 2435400 0.34 0.02 0.04

Table 3: Confusion matrix of grid cells experiencing at least one Battle event (true) versus inactive cells (false), for

the Gold Standard and the participant systems.

and the location contained in a message. Properly
assessing these will require further research.

The TMA system performs better at event classi-
fication, this could be due to the fact that it is a state
of the art transformer-based model, but also the fact
that it was trained on ACLED data, therefore hav-
ing trained to detect the very types in the ground
trurth could also play a role. It is not possible to
assess properly which geoparser was the most effi-
cient as the correlation as reported location depend
on detected events.
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Figure 4: Time series of total daily Battle cells from
the Gold Standard (in yellow) against TMA XLM
RoBERTa/NERone runs on Telegram input data (in
green).

7 Conclusions

The purpose of the database replication shared task
is to provide a flexible benchmark for evaluation
and comparison between event geocoding systems
without annotated corpus of events and locations.
This year we tested the capabilities of the event
detection systems to detect and geolocate battles
event type in the Russo-Ukrainian war from Tele-
gram messages in English, comparing the extracted
events against a subset of the ACLED database,
dedicated to the war in Ukraine. Two systems par-
ticipated this year: Each system was an aggregation
of two subsystems - event detection and classifica-
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Figure 5: Time series of total daily Battle cells from the
Gold Standard (in yellow) against NEXUS-Mordecai3
system runs on Telegram input data (in green).

tion and a geoparser, based on different paradigms.

The first system was a combination of Nexus and
the Mordecai3 geoparser and the second consisted
of event classifier based on XLM-RoBERTa com-
bined with NERone geoparser. XLM RoBERTa
and NERone obtained much better correlation in
both evaluation scenarios: temporal and spacio-
temporal.

A conclusion from this year shared task is that
tracking armed conflicts is a challenging task, due
to the incompleteness of the information: biased
because of political consideration or unavailable be-
cause of security reasons, and in most case difficult
to verify. Nevertheless, one of the participating
systems achieved a medium level of correlation,
which is a satisfactory result, given the difficulty of
this year task.
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Abstract

We provide a summary of the sixth edition of
the CASE workshop that is held in the scope
of RANLP 2023. The workshop consists of
regular papers, three keynotes, working papers
of shared task participants, and shared task
overview papers. This workshop series has
been bringing together all aspects of event in-
formation collection across technical and social
science fields. In addition to contributing to
the progress in text based event extraction, the
workshop provides a space for the organization
of a multimodal event information collection
task.

1 Introduction

Nowadays, the unprecedented quantity of easily ac-
cessible data on social, political, and economic pro-
cesses offers ground-breaking potential in guiding
data-driven analysis in social and human sciences
and in driving informed policy-making processes.
Governments, multilateral organizations, and local
and global NGOs present an increasing demand
for high-quality information about a wide variety
of events ranging from political violence, environ-
mental catastrophes, and conflict, to international
economic and health crises (Coleman et al., 2014;
Della Porta and Diani, 2015) to prevent or resolve
conflicts, provide relief for those that are afflicted,
or improve the lives of and protect citizens in a vari-
ety of ways. The citizen actions against the COVID
measures in the period 2020-2022 and the war be-
tween Russia and Ukraine are only two examples
where we must understand, analyze, and improve
the real-life situations using such data. Finally,
these efforts respond to “growing public interest in
up-to-date information on crowds” as well. !

The workshop Challenges and Applications of
Automated Extraction of Socio-political Events
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from Text (CASE 2023) is held in the scope of
the conference Recent Advances in Natural Lan-
guage Processing (RANLP). CASE 2023 is the
sixth edition of a workshop series (Hiirriyetoglu
et al., 2022b, 2021b; Hiirriyetoglu et al., 2020).

We provide brief notes about the accepted papers,
shared tasks, and keynote speeches in the following
sections.

2  Accepted papers

This year, all seven submissions were accepted by
the program committee. A quick summary of these
papers are provided below.

* Osorio and Vasquez (2023) collect and an-
notate a dataset in 3 different granularity:
whether a document is related to criminal ac-
tivities, whether each sentence is related to
lethal behaviors, and each sentence’s mem-
bership to 11 predefined categories of events.
Following these granularities, the authors de-
sign three binary classification tasks and apply
numerous non-neural and neural models to the
annotated dataset; they observe good perfor-
mance and provide analysis for data slices
with lower performance.

i

* Tanev and Longueville (2023) discern “main’
location, where the event in question occurred,
versus “secondary” locations, that provide ex-
tra context such as the origin of the protestors
and the first event location in a series of
protests. They accomplish this by training a
BERT model on news articles annotated with
the main event location (CASE 2021 shared
task news dataset). The secondary locations
are all other mentioned locations. They com-
pared their results to that of two SVM models
and a baseline that assumes only the first sen-
tence contains the main location. Their model

Proceedings of the 6th Workshop on Challenges and Applications of Automated Extraction of Socio-political Events from Text,
pages 167-175, Varna, Bulgaria, Sep 7, 2023.
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outperformed all other systems with an F1 of
0.8 and accuracy 0.73.

Delucia et al. (2023) proposes an extension of

the Multiple-instance learning (MIL) frame-
work to better handle a common problem in
computational social science: given noisy re-
ports from text sources, how can researchers
identify if a bag of reports (here, tweets within
a country-day) report a true event. The authors
show that MIL improves civil unrest detection
over methods based on simple aggregation.
The experiments conducted on hyperparame-
ters (key instance ratio n and instance super-
vision b) show an improvement from MIL-n
compared to vanilla MIL and other variants
by model selection.

Mbouadeu et al. (2023) This paper studies the
news headlines event linking task that given
a title of news (typically a sentence), maps it
to an event concept from a knowledge graph.
The challenge is how to compare different
(zero-shot) models’ performance. They pro-
pose a benchmark for the evaluation and com-
pare multiple models. By comparing three
families of approaches (a) similarity based
on rule or embeddings, (b) off-the-shelf en-
tity linking tools, and (c) prompting Large
Language Models, the authors show that the
approach (c) has the best performance even
though different approaches could be comple-
mentary to each other.

Slavcheva et al. (2023) presents a seman-
tic model to structure protest event ontol-
ogy, and provides some general description
of the practical work with the Bulgarian data.
The paper presents both the modelling frame-
work and the implementation. The model is
a practical application of the Unified Even-
tity Representation (UER) formalism, which
is based on the Unified Modeling Language
(UML), whose four-layer architecture (i.e.,
user objects, model, metamodel, and meta-
metamodel) provides flexible means for build-
ing the semantic representations of the lan-
guage units along a scale of generality and
specificity.

Tuparova et al. (2023) proposes a method
that extends the detection capability of ex-
isting event detection models to new event
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types. The authors have an experimental setup
for few-shot learning when there is a limited
training sources. Moreover, they provide sev-
eral analyses on the experimental results. The
main strength is in using low resource (sin-
gle GPU) in order to fine tune the model in
a reasonable time by providing a small set of
samples by leveraging the transfer learning
feature of the pre-trained model. The perfor-
mance on the detection of the already known
events tends to improve as well.

Mutlu and Hiirriyetoglu (2023) The paper
propose a solution to address the issue of data
scarcity in closed-domain event extraction.
The proposed solution leverages on the use of
a side-product of data annotation campaigns
that are the data containing no annotation,
by considering this information as a discrimi-
nant that improves the extraction performance.
The authors propose a multi-task model where
they leverage additional data present after the
token annotation process. Experiments are
well conducted, by showing the efficacy of
the method using different gradually decreas-
ing dataset dimensions.

3 Shared tasks

3.1 Task 1: Multilingual Protest News
Detection

The performance of an automated system depends
on the target event type as it may be broad or poten-
tially the event trigger(s) can be ambiguous. The
context of the trigger occurrence needs to be con-
sidered as well. For instance, depending on the
context, the ‘protest’ event type may or may not
be synonymous with ‘demonstration’. Moreover,
the hypothetical cases such as future protest plans
may need to be excluded from the results. Finally,
the relevance of a protest depends on the actors,
since only citizen-led events are in the scope of
contentious political events. This challenge be-
comes even harder in a cross-lingual and zero-shot
setting where training data are not available in new
languages. We tackle the task in four steps and
hope state-of-the-art approaches will yield optimal
results.

This shared task was announced as a re-run of
the same tasks from CASE 2021 (Hiirriyetoglu
et al., 2021a) and CASE 2022 (Hiirriyetoglu et al.,
2022a). Although it attracted some interest, we



did not receive any task description papers for this
edition.

3.2 Task 2: Automatically Replicating
Manually Created Event Datasets

The purpose of Task 2 is to test the abilities of
the event extraction systems to map events on the
World map, by finding the locations where they
have taken place. This year the subtitle of the task
was “Detecting and Geocoding Battle Events from
Social Media Messages on the Russo-Ukrainian
War”: The purpose of the task was to detect armed
clash events in Russian and Ukrainian Telegram
messages and to geocode them, i.e., find the lo-
cation of the battles at the level of a populated
place (Tanev et al., 2023a).

Until recently, event geocoding has been con-
sidered a topic, covered by the works in the area
of Geoinformation systems. Only in the last years
the NLP community started to consider ML algo-
rithms for geocoding (Halterman, 2023), also in
the context of event detection (Tanev et al., 2023b).
In this context, we can consider our shared task
as an evaluation exercise for such event geocoding
systems.

The evaluation of the systems participating at
shared task 2 relies on an original evaluation
methodology which compares the battle coordi-
nates, found by the systems with the locations of
such events from a Gold standard data set.

As a Gold standard this year we used a selected
subset of the ACLED event database (Raleigh et al.,
2010), covering the first six months start of the
Russo - Ukrainian conflict, namely 24 February
2022 - 24 August 2022 and considering only the
events of type battle.

We provided the participants with English lan-
guage text messages from Telegram channels orig-
inating from Russia and Ukraine. We gathered
nearly 326K original English Telegram Massages
from six Telegram channels.

The Telegarm data is available from a public
Github repository 2.

Two systems participated in this year’s evalua-
tion: The top ranked system relied on a combina-
tion of a XLMRoberta (Liu et al., 2019) classifier,
trained on ACLED, and a rule based geocoder us-
ing the JRC NEROne named entity recognition
system (Jacquet et al., 2019). The second ranked

https://github.com/htanev/
RussoUkrainianWarTelegram
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system used the NEXUS (Tanev et al., 2008) key-
word based event classifier and Mordecai3 geop-
arser (Halterman, 2023).

The first system, based on XLMRoberta,
achieved a moderate level of correlation with the
ACLED dataset, which is a good result, consider-
ing the possibly low coverage of this year Telegram
dataset, regarding Russo Ukrainian war.

We hypothesize that there is a low coverage of
the Telegram dataset this year, since in the 2021
issue of this task (Giorgi et al., 2021), participating
systems achieved much higher correlation with the
ACLED Gold standard, including the NEXUS sys-
tem. The low correlation can be explained with the
low coverage of the war, where battles are not al-
ways reported in the media, especially in Telegram.
There is a lot of imprecise information on the social
media and in contrast ACLED gold standard relies
on a wide range of verified sources, including radio
and TV, and manually curates the data.

Our conclusion from this year database replica-
tion task was that social media is not the best source
of information about armed conflicts.

3.3 Task 3: Event Causality Identification

Causality is a core cognitive concept and appears
in many natural language processing (NLP) works
that aim to tackle inference and understanding. We
are interested in studying event causality in the
news and, therefore, introduce the Causal News
Corpus (Tan et al., 2022b). The dataset comprises
of 3,767 event sentences extracted from protest
event news, that have been annotated with sequence
labels on whether it contains causal relations or not.
Subsequently, causal sentences are also annotated
with Cause, Effect and Signal spans. Two corre-
sponding subtasks were involved in our shared task:
In Subtask 1, participants were challenged to pre-
dict if a sentence contains a causal relation or not.
In Subtask 2, participants were challenged to iden-
tify the Cause, Effect, and Signal spans given an
input causal sentence. We hope that our shared task
promotes research on the topic of detection and
extraction of causal events in news.

This year’s competition is the second iteration of
the shared task, first introduced in 2022 (Tan et al.,
2022a), and uses the latest version of the Causal
News Corpus (CNC-V2), also known as RECESS
(Tan et al., 2023a). As compared to V1 comprising
of 160 sentences and 183 relations, the V2 con-
tains 1,981 sentences and 2,754 causal relations for



Subtask 2. Annotations were also revised for some
examples across both subtasks.

Tan et al. (2023b) provides an overview of the
work of the ten teams that submitted their results
to our competition and the six system description
papers that were received. The top F1 score for Sub-
task 1 was 84.66% by Team DeepBlueAl, who did
not submit a description paper. Team InterosML
(Patel, 2023) scored a similar high score of 84.36%,
and used a two step approach: first pre-training
a baseline ROBERTa model with supervised con-
trastive loss, then fine-tuning the model on Subtask
1 itself. The top F1 score for Subtask 2 was 72.79%
by Team BoschAlI (Schrader et al., 2023), who used
a sequence tagging approach to fine-tune BERT-
large and RoBERTa-large, and adapted the target
labels to allow prediction of up to three different
causal relations per sentence.

3.4 Task 4: Multimodal Hate Speech Event
Detection

Hate speech detection is one of the most impor-
tant aspects of event identification during political
events like invasions (Thapa et al., 2022). In the
case of hate speech event detection, the event is the
occurrence of hate speech, the entity is the target of
the hate speech, and the relationship is the connec-
tion between the two. Since multimodal content is
widely prevalent across the internet, the detection
of hate speech in text-embedded images is very
important.

Given a text-embedded image, task 4 aims to au-
tomatically identify the hate speech and its targets>.
This task had two subtasks (Thapa et al., 2023). In
subtask 1, participants were given a dataset of text-
embedded images and the participants had to clas-
sify whether the given image contained hate speech
or not. It was tasked as a binary classification prob-
lem of classifying hate speech and non-hate speech.
Similarly, in subtask 2, the participants were given
a dataset of hateful text-embedded images where
they had to classify what the targets of hate speech
were. This subtask was posed as a multi-class clas-
sification problem where targets were individual,
community, and organization. The dataset curated
by Bhandari et al. (2023) was used in this task.
More than 50 participants registered for the compe-
tition.

Thapa et al. (2023) presents the overview of

*https://codalab.lisn.upsaclay.fr/
competitions/13087
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the performance of 13 teams who submitted their
scores in subtask 1 and 10 teams who submitted
their scores in subtask 2. The ranking was done on
the basis of the macro F1-score. The competition
saw a wide range of methodologies ranging from
traditional machine learning models to powerful
transformer architectures. The first team ARC-
NLP (Sahin et al., 2023) proposed an ensemble of
multilayer perceptions (for representations from
textual and visual encoders) and various boosting
algorithms (using syntactical and Bag-of-words
representations) for subtask 1. The team was able
to score an F1-score of 85.65%. Similarly, for sub-
task 2, they used Named Entity Recognition (NER)
features along with CLIP representations. An en-
semble approach similar to subtask 1 was able to
give them the first position with an F1-score of
76.34%.

Similarly, many teams used transformer-based
approaches. Out of the submitted papers for sub-
task 1, IIC_Team (Singh et al., 2023) ranked at
rank 3 (Fl-score 84.63%), Ometeotl (Armenta-
Segura et al., 2023) at rank 6 (F1-score of 80.97%),
and VerbaVisor (Esackimuthu and Balasundaram,
2023) at rank 8 (F1-score of 78.21%) were able to
get the best performances with XLLM-Roberta-base,
BertForSequence classification, and ALBERT mod-
els respectively. All of them used the text extracted
from the given dataset of text-embedded images
using Google Vision API. In subtask 2, [IC_Team,
VerbaVisor, and Ometeotl were able to get the rank
of 3 with an Fl-score of 69.73%, rank 4 with an
F1-score of 68.05% and rank 7 with F1-score of
56.88% respectively with same models used in sub-
task 1.

Often, the visual information is also necessary.
The first team utilized both textual and visual in-
formation effectively to get a high F1-score. Two
teams viz. CSECU-DSG and LexicalSquad lever-
aged both textual and visual information. CSECU-
DSG (Aziz et al., 2023) used a combination of
BERT and vision transformers (ViT) (Dosovitskiy
et al., 2020) to leverage textual and visual informa-
tion respectively. They were able to get an F1-score
of 82.48% and 65.30% in subtask 1 and subtask
2 respectively. They were placed at the fifth rank
in both subtasks. Similarly, LexicalSquad (Kashif
et al., 2023) participated only in subtask 1 where
they used XLNet and BERT for textual features
and Inception-V3 for visual features. With this
combined representation, they were able to get an



F1-score of 74.96%. This ranked them at the tenth
position in the leaderboard.

Traditional machine learning algorithms were
also used by some teams where they performed de-
cently well. SSN-NLP-ACE and ML _Ensemblers
used various traditional machine learning ap-
proaches. SSN-NLP-ACE (K et al., 2023) used
TF-IDF features with SVM (with RBF kernel) to
get an Fl-score of 78.80% in subtask 1 ranking
them in the seventh position in the leaderboard.
They used TF-IDF features with logistic regres-
sion for subtask 2 which ranked them at eighth
position with an F1l-score of 52.58%. Similarly,
ML _Ensemblers used a variety of algorithms like
Naive Bayes, KNN, SVM, and Decision Trees out
of which Naive Bayes performed the best in both
subtasks with an F1-score of 42.94% and 43.32%
in subtask 1 and subtask 2 respectively. They were
able to secure the rank of 13 and 9 in subtask 1 and
subtask 2 respectively.

4 Keynotes

Three scholars delivered three keynote speeches
that are summarized below.

4.1 Using Automated Text Processing to
Understand Social Movements and
Human Behaviour

Erdem Yoriik’s keynote will describe two large-
scale ERC-funded projects that employs compu-
tational social science methods to extract data
on protests and public opinion. The first is the
Global Contentious Politics Dataset (GLOCON)
Project. 4 is the first automated comparative protest
event database on emerging markets using local
news sources (Durusan et al., 2022). The coun-
tries included in the GLOCON dataset are India,
South Africa, Argentina, Brazil and Turkey. Glo-
con has been created by using natural language
processing, and machine learning in order to ex-
tract protest data from online news sources. The
project develops fully automated tools for docu-
ment classification, sentence classification, and
detailed protest event information extraction that
performs in a multi-source, multi-context protest
event setting with consistent performances of recall
and precision for each country context. GLOCON
counts the number of events such as strikes, ral-
lies, boycotts, protests, riots, and demonstrations,

*nttps://glocon.ku.edu.tr/
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i.e. the “repertoire of contention,” and operational-
izes protest events by various social groups. The
project has developed a novel bottom-up method-
ology that is based on a random sampling of news
archives, as opposed to keyword filtering. The
high-quality Gold standard corpus is designed in
a way that can accommodate context variability
from the outset as it is compiled randomly from
a variety of news sources from different coun-
tries (Hiirriyetoglu et al., 2021; Yortk et al., 2021).
The second one, Politus Project, aims at scaling up
traditional survey polls for public opinion research
with Al-based social data analytics. Politus devel-
ops an Al-based innovation that combines quanti-
tative and computational methods to create a data
platform that delivers representative, valid, instant,
real-time, multi-country, and multi-language panel
data on key political and social trends. The project
will collect content information from Twitter and
process it with Al tools to generate a large set of
indicators on political and social trends through
its data platform. The deep learning models and
NLP tools will be designed from the ground up as
language-independent and generalizable systems.
The platform will deliver geolocated hourly panel
data on demography, ideology, topics, values, and
beliefs, behavior, sentiment, emotion, attitudes, and
stance of users aggregated at the district level. In
this keynote, Dr. Yoriik will describe the general
methodology of the projects, including data collec-
tion, data analysis, and their approach for represen-
tativeness, which is based on multilevel regression
with post-stratification.

4.2 Bulgarian Event Corpus for the
Construction of a Bulgaria-centric
Knowledge Graph

The Bulgarian Event Corpus is being constructed
within the CLaDA-BG (Bulgarian National Inter-
disciplinary Research E-Infrastructure for Bulgar-
ian Language and Cultural Heritage Resources and
Technologies. In the spirit of European CLARIN
and DARIAH) we aim to support researchers in Hu-
manities and Social Sciences (H&SS) to access the
necessary datasets for their research. The different
types of objects of study, representation and search
are integrated on the basis of common metadata and
content categories. The approach for interlinking
of the datasets is called contextualization. The im-
plementation of contextualization in CLaDA-BG
will utilize a common Bulgaria-centered knowl-



edge graph - BGKG. The knowledge facts within
BGKG are constructed around events of different
types. Thus, construction of BGKG requires a
set of appropriate language resources for training
of Bulgarian language pipeline for extraction of
events from text documents. A key element within
these language resources is the Bulgarian Event
Corpus. In the talk I will present the design of
the annotation schema, the annotation process, re-
lation to ontologies and RDF representation. We
have started with the CIDOC-CRM ontology for
the construction of the annotation schema. This on-
tology provides a good conceptualization of events
motivated by the domain of museums which is ap-
propriate for our goals. During the design of the
annotation schema, we extended the ontology with
new events depending on the content of the cor-
pus. The documents to be annotated were selected
from scientific and popular publications of the part-
ners within CLaDA-BG and articles from Bulgar-
ian Wikipedia. The annotation is done on several
layers: Named Entities, Events, Roles, Linking,
terms and keywords.

4.3 With a little help from NLP: My
Language Technology applications with
impact on society

Ruslan Mitkov will present original methodolo-
gies developed by the speaker, underpinning im-
plemented Language Technology tools which are
already having an impact on the following areas of
society: e-learning, translation and interpreting and
care for people with language disabilities.

The first part of the presentation will introduce
an original methodology and a tool for generat-
ing multiple-choice tests from electronic textbooks.
The application draws on a variety of Natural Lan-
guage Processing (NLP) techniques which include
term extraction, semantic computing and sentence
transformation. The presentation will include an
evaluation of the tool which demonstrates that gen-
eration of multiple-choice tests items with the help
of this tool is almost four times faster than manual
construction and the quality of the test items is not
compromised. This application benefits e-learning
users (both teachers and students) and is an exam-
ple of how NLP can have a positive societal impact,
in which the speaker passionately believes. The
latest version of the system based on deep learning
techniques will also be briefly introduced.

The talk will go on to discuss two other original
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recent projects which are also related to the appli-
cation of NLP beyond academia. First, a project,
whose objective is to develop next-generation trans-
lation memory tools for translators and, in the near
future, for interpreters, will be briefly presented.
Finally, a project will be outlined which focuses on
helping users with autism to read and better under-
stand texts. The speaker will put forward ideas as
to what we can do next.

The presentation will finish with a brief outline
of the latest (and forthcoming) research topics (to
be) which the speaker plans to pursue and his vision
on the future NLP applications. In particular, he
will share his views as to how NLP will develop and
what should be done for NLP to be more successful,
more inclusive and more ethical.

5 Conclusion

Many aspects of event information modeling and
collection are reported in the scope of CASE 2023.
Hosting a shared task that is on multimodal prob-
lem and having submissions about languages other
than English (e.g., Bulgarian) are distinguishing
aspects of this edition.
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