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Abstract

Pre-trained Transformer-based models have be-
come immensely popular amongst NLP practi-
tioners. We present TrelBERT – the first Polish
language model suited for application in the
social media domain. TrelBERT is based on an
existing general-domain model and adapted to
the language of social media by pre-training it
further on a large collection of Twitter data. We
demonstrate its usefulness by evaluating it in
the downstream task of cyberbullying detection,
in which it achieves state-of-the-art results, out-
performing larger monolingual models trained
on general-domain corpora, as well as multilin-
gual in-domain models, by a large margin. We
make the model publicly available. We also re-
lease a new dataset for the problem of harmful
speech detection.

1 Introduction

Pre-trained language models based on the Trans-
former architecture (Vaswani et al., 2017) have
dominated the field of NLP. The models vary in
size, with the largest ones reaching hundreds of
billions of parameters, and are trained with dif-
ferent objectives, such as causal language model-
ing (Radford et al., 2019; Brown et al., 2020) or
masked language modeling (Devlin et al., 2019;
Liu et al., 2019). By processing large amounts of
text, they learn to capture general knowledge about
the language and can then be fine-tuned to perform
domain-specific tasks.

Regardless of the neural network architecture de-
sign choices, an important factor is the domain of
the training data. For years, research in the field of
NLP was mostly focused on the English language,
but models and resources for many other languages
have also been published recently. Multilingual
models have also been developed (Conneau et al.,
2020; Xue et al., 2021) which are capable of un-
derstanding more than 100 languages at once. The
corpora used for pre-training are typically mixtures

of general-domain data sources, such as crawled
websites, books or Wikipedia articles.

The language can vary significantly across do-
mains, not only in terms of the vocabulary, but
also syntax, semantics and pragmatics. While the
language of the aforementioned general-domain
sources conforms to the linguistic norms, there is
a large and important domain where the language
is distinctly different and rapidly changing, namely
social media. Apart from the obvious differences,
such as the occurrence of hashtags or emojis, peo-
ple have figured out how to shout using capital let-
ters, or that ending a message with a period might
be perceived as sarcastic. In order to properly rep-
resent such characteristics in the language models,
it is necessary for them to be exposed to domain-
specific texts not only during the supervised fine-
tuning, but also in the pre-training phase.

In this work, we introduce TrelBERT, an
encoder-only language model initialized with exist-
ing general-domain weights and adapted to the so-
cial media domain by pre-training it on over 40 mil-
lion Polish tweets with the masked language mod-
eling objective. TrelBERT proves to be well-suited
for application of NLP in social media, achieving
state-of-the-art results for downstream tasks oper-
ating on Polish Twitter data. We make the model
publicly available1.

The main contribution of our research is the in-
troduction of the first Polish language representa-
tion model pre-trained on Twitter data. Our model
achieves state-of-the-art results in the cyberbully-
ing detection task (part of the Polish NLP bench-
mark), outperforming all existing solutions, includ-
ing larger general-domain Polish models, as well
as multilingual in-domain models. We also release
a dataset of 1000 tweet IDs labeled for the problem
of harmful speech detection which is a less biased
(randomly sampled using the streaming API) and
more up-to-date alternative to the existing one.

1https://huggingface.co/deepsense-ai/trelbert
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2 Related work

In this section, we review the current state of Polish
NLP and provide an overview of language models
trained in the social media domain.

2.1 NLP for Polish language

Polish is a language spoken by over 40 million
people who constitute a large population of poten-
tial beneficiaries of high-quality NLP systems. In
early 2020, according to the six-level taxonomy
proposed by (Joshi et al., 2020), Polish was con-
sidered one of the “Underdogs” – languages that
“have a large amount of unlabeled data [. . .] and are
only challenged by lesser amount of labeled data”.
In the following years, taking advantage of self-
supervised learning, several Transformer-based
models for Polish have been released, including
encoder-only models such as PolBERT (Kłeczek,
2020), Polish RoBERTa (Dadas et al., 2020) and
HerBERT (Mroczkowski et al., 2021), as well as
decoder-only papuGaPT2 (Wojczulis and Kłeczek,
2021) and encoder-decoder plT5 (Chrabrowa et al.,
2022). All of these were trained on general-domain
corpora, i.e. collections of texts extracted from
sources such as Wikipedia, books, newspapers,
crawled websites or movie subtitles.

To compare the performance of Polish language
models across a set of downstream tasks, (Rybak
et al., 2020) have designed the KLEJ benchmark.
It consists of 9 datasets for classification and re-
gression, with data sources ranging from customer
reviews to news summaries to Twitter messages.
In KLEJ, the current state-of-the-art results (aver-
aged across 9 tasks) are those of (Mroczkowski
et al., 2021), whose HerBERT-large ranks first in
the leaderboard2, and HerBERT-base is the best
performing among the base models.

Recently, (Augustyniak et al., 2022) have pro-
posed a newer benchmark, called LEPISZCZE3, in
which they decided to keep 5 datasets from KLEJ
and introduce 8 new ones, including corpora of
transcribed call center conversations, legal docu-
ments and political tweets.

2.2 Language models for social media

In recent years, language models trained specifi-
cally on Twitter data have been a topic of inter-
est for many NLP researchers, motivated by their
applicability in tasks such as sentiment analysis,

2https://klejbenchmark.com/leaderboard
3https://lepiszcze.ml

hate speech detection, or named entity recogni-
tion. As confirmation of this statement, 4 out of
12 tasks in the SemEval 2023 competition4 were
based on Twitter data. Monolingual models have
been trained on tweets in languages such as En-
glish (Nguyen et al., 2020), Arabic (Antoun et al.,
2020; Abdelali et al., 2021), French (Guo et al.,
2021), Hebrew (Seker et al., 2022), Indonesian
(Koto et al., 2021), Italian (Polignano et al., 2019)
and Spanish (González et al., 2021; Pérez et al.,
2022). Some of them were initialized with weights
of existing general-domain models and adapted to
Twitter data by continued pre-training, while others
were trained on Twitter data from scratch.

Recently, following the success of multilingual
models such as XLM-R (Conneau et al., 2020),
analogous Twitter-specific models have also been
released. XLM-T (Barbieri et al., 2022) is initial-
ized with XLM-R weights and pre-trained on 198M
tweets (1.7B tokens) reflecting the distribution of
over 30 languages in Twitter data, including around
1M tweets in Polish. TwHIN-BERT (Zhang et al.,
2022) is trained from scratch on 7B tweets covering
over 100 languages (around 100M tweets in Pol-
ish), with a contrastive social objective in addition
to masked language modeling. Both XLM-T and
TwHIN-BERT use the XLM-R tokenizer. The au-
thors of Bernice (DeLucia et al., 2022), on the other
hand, create a Twitter-specific tokenizer, and use it
to train a masked language model on 2.5B tweets
(56B tokens) in 66 languages (including more than
10M tweets in Polish) from scratch.

3 TrelBERT

We introduce a language model trained on Polish
tweets which we call TrelBERT5. It is a Trans-
former encoder model trained with the masked lan-
guage modeling objective. Rather than training
TrelBERT from scratch, we take advantage of ex-
isting weights and adapt them to the social media
domain.

As our starting point, we use HerBERT-base
(Mroczkowski et al., 2021), the best performing
one among Polish base models6. HerBERT was
initialized with weights from XLM-R (Conneau
et al., 2020) and further pre-trained on a mixture of
general-domain Polish corpora with 8.6B tokens in
total. Its tokenizer is a variant of Byte-Pair Encod-

4https://semeval.github.io/SemEval2023/tasks
5trel is the Polish word for trill, as a reference to tweet
6we did not consider training large models in this work
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ing (BPE-Dropout; Provilkov et al., 2019) and has
a vocabulary of 50k tokens.

3.1 Training data

We collected a random sample of 90 million tweets
in Polish using the official Twitter API. The lan-
guage of tweets was determined based on infor-
mation provided in Twitter metadata. Only tweets
created between November 2017 (when the limit
of 280 characters per tweet was introduced) and
July 2022 were taken into consideration.

Similar to (Nguyen et al., 2020), we pre-
processed the tweets by replacing all user
mentions and URLs with special tokens:
@anonymized_account and @URL. We also
merged multiple user mentions at the beginning
of tweets into a single token as we discovered
they are not part of the tweet text content but only
reflect who the user is replying to in a discussion
thread. We did not preprocess hashtags or emojis.

We used the pre-computed HerBERT tokenizer
extended with the two additional tokens mentioned
above. To best align our model with the maximum
tweet length limit, we set max_length for truncation
of tokenized tweets to 128. We filtered out tweets
that have fewer than 5 tokens after tokenization
from the dataset. The resulting corpus consisted of
90M tweets (2B tokens) with an average of 23 and
a median of 18 tokens per tweet.

3.2 Model pre-training

We initialized our model with HerBERT-base and
trained it using AdamW optimizer with a linear
learning rate schedule (peak value 5e-5, warm-up
for 6% steps) and the masked language modeling
objective. During our experiments, we set the batch
size to 2184. We trained TrelBERT for 41,208
steps (1 epoch). As we later evaluated the predic-
tions of several model checkpoints, we noticed a
visible degradation in performance on non-Twitter
downstream tasks as pre-training progressed. The
publicly available TrelBERT checkpoint is one that
we obtained after 20k training steps, i.e. after being
trained on around 44M tweets.

4 Evaluation

To compare the performance of TrelBERT with
other Polish language models and Twitter-specific
multilingual models, we used the KLEJ benchmark
(Rybak et al., 2020) and the Political Advertising
Detection task (Augustyniak et al., 2020).

4.1 KLEJ – fine-tuning

We fine-tuned the models on KLEJ tasks using
Polish RoBERTa scripts7 which we adapted to the
transformers library. All models were trained for
10 epochs, except for models fine-tuned on the cy-
berbullying detection task, which were trained for 1
epoch. We used AdamW optimizer with the follow-
ing hyperparameters: ϵ = 10−6, β1 = 0.9, β2 =
0.98 and a polynomial decay learning rate schedule
with a peak value of 1e-5. The batch size was set
to 16. The warm-up stage was set to the first 6% of
the training steps.

4.2 KLEJ – cyberbullying detection

Among the tasks available in KLEJ, the one which
is most relevant to our research is called cyberbul-
lying detection (CBD) (Ptaszynski et al., 2019),
formulated as a binary classification of harmful
Twitter messages. It was originally introduced as
part of the PolEval2019 competition8, and then
included in KLEJ.

The dataset consists of 10,041 training and 1000
test examples. It is highly imbalanced, with only
851 positive class examples in the training set and
134 examples in the test set. The F1 score is used
to measure the performance of models in this task.

We repeated the fine-tuning of several pre-
trained models to the CBD dataset five times and
evaluated them on the test set. The scores reported
in Table 1 are the mean values of the five fine-
tuning runs. Additionally, the score for Polbert-CB
(Ptaszynski et al., 2022), the Polish BERT trained
for Automatic Cyberbullying Detection, is given.

The tweets included in the CBD dataset were
created in late 2018 and obtained by processing
answers to tweets posted by the most popular
accounts, followed by further data selection and
filtering according to the procedure provided in
(Ptaszynski et al., 2019). To measure how our
solution generalizes to the broader Twitter data
distribution, we also checked the results on an-
other test dataset which we prepared, entitled
harmful_tweets_1k9. It consists of 1000 tweets
in Polish randomly sampled from the years 2019
to 2022, which were then labeled by the three of
us following annotation guidelines used during the
creation of cyberbullying detection task (Ptaszyn-
ski et al., 2019), achieving a Fleiss’ kappa value of

7https://github.com/sdadas/polish-roberta
8http://2019.poleval.pl/index.php/tasks/task6
9https://github.com/deepsense-ai/trelbert
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Model F1 score Accuracy Recall Precision
CBD test dataset

HerBERT base 66.0 90.5 68.6 63.6
HerBERT large 71.4 92.3 71.6 71.4
Polbert-CB 67.2 91.5 64.9 69.6
TrelBERT (ours) 74.5 92.7 79.1 70.4
XLM-T 66.5 90.8 68.1 65.4
TwHIN-BERT base 66.2 90.6 68.5 64.1
TwHIN-BERT large 68.8 91.8 68.3 70.1
Bernice 69.1 92.7 68.5 69.8

harmful_tweets_1k dataset
HerBERT base 58.3 90.6 62.3 55.1
HerBERT large 62.8 92.0 64.2 62.0
Polbert-CB 56.5 91.7 50.9 63.5
TrelBERT (ours) 66.3 92.3 68.9 64.1
XLM-T 53.1 87.6 66.2 44.5
TwHIN-BERT base 49.3 89.4 48.8 50.2
TwHIN-BERT large 59.9 92.0 56.6 64.5
Bernice 60.7 91.8 59.2 62.2

Table 1: Results on the cyberbullying detection task.

κ = 0.74. By doing so, we obtained the test dataset,
10.6% of which were harmful Twitter messages.

TrelBERT achieves the best average results for
both datasets, significantly outperforming all ex-
isting models for Polish, as well as multilingual
models trained on Twitter data. In particular, it
performs much better not only than HerBERT-base
(which it was initialized with), but also than the
large models. The difference between TrelBERT
and all other models is especially visible in the re-
call value, with precision remaining more or less on
par with other best-performing models. The results
indicate that, if applied in a real-world scenario,
TrelBERT would be able to capture more harmful
content than its competitors. For one of the fine-
tuned checkpoints, we submitted the predictions
to the KLEJ leaderboard, officially setting the new
state-of-the-art in the CBD task (F1 score = 76.1).

4.3 KLEJ – other tasks

Apart from cyberbullying detection, the KLEJ
benchmark consists of 8 other tasks:

• CDSC-E – natural language inference; the
task is to determine the logical relationship
between a pair of sentences as one of entail-
ment, contradiction or neutral

• CDSC-R – a semantic relatedness task, the
goal of which is to predict the relatedness

(ranging from 0 to 5) between a pair of sen-
tences

• AR – prediction of ratings (range 1-5) for
product reviews from an e-commerce platform

• PolEmo2.0 – sentiment analysis of online con-
sumer reviews; the training dataset consists
of reviews from two domains: medicine and
hotels; in PolEmo2.0-IN the test set consists
of reviews from the same domains, while in
PolEmo2.0-OUT the test set comes from the
product and school domains

• DYK – a binary classification task devised
based on a question-answer dataset "Did you
know" (Marcińczuk et al., 2013)

• PSC – a text similarity task formulated as
binary classification of news article-summary
pairs

• NKJP-NER – a named entity classification
task, the goal of which is to predict the pres-
ence and type of a named entity from six
categories: persName, orgName, geogName,
placeName, date and time

We measured how TrelBERT and other Twitter-
specific models perform in these out-of-domain
tasks. In this set of experiments, we fine-tuned
each model once. The scores reported in Table 2
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Model NKJP CDSC-E CDSC-R PE2-I PE2-O DYK PSC AR
TwHIN-BERT base 87.0 92.0 90.8 86.0 69.4 51.3 84.8 84.4
TwHIN-BERT large 89.4 92.2 91.4 88.8 75.3 52.8 82.0 85.7
Bernice 89.0 92.2 91.1 84.8 68.2 44.9 88.2 85.1
XLM-T 90.9 93.9 91.8 86.0 76.3 41.1 82.4 85.5
TrelBERT (ours) 94.4 93.9 93.6 89.3 78.1 67.4 95.7 86.1
HerBERT base 94.5 94.5 94.0 90.9 80.4 68.1 98.9 87.7
HerBERT large 96.4 94.1 94.9 92.2 81.8 75.8 98.9 89.1

Table 2: Results on the KLEJ benchmark (excluding CBD). For DYK and PSC tasks, the F1 score is reported. In
AR, the micro-average of the mean-absolute error per class (wMAE) is used to measure performance. In CDSC-R,
Spearman correlation is applied for evaluation. For the remaining tasks, accuracy is reported.

are mostly obtained by uploading predictions to
the KLEJ benchmark page without publishing the
results. The scores for HerBERT-base, HerBERT-
large and TrelBERT are taken directly from the
leaderboard. Unsurprisingly, due to being adapted
towards the language of social media, TrelBERT
achieves slightly worse results than HerBERT-base
on all 8 tasks operating on data out of its domain.
As expected, the Twitter-specific multilingual mod-
els perform worse than Polish-only ones, although
the differences for some of the tasks are not vast.
The discrepancy in performance metrics between
Twitter-only based models and general-domain
models in general-domain tasks (particularly no-
ticeable in tasks DYK, PSC and PE2-O) shows how
the language of social media is different from lin-
guistic norms. This might also suggest that general
knowledge about the world and language (which a
model can learn from general-domain corpora) is
relevant to domain-specific tasks such as harmful
speech detection.

4.4 Political advertising detection
We also conducted experiments on another Twitter-
based downstream task, Political Advertising De-
tection, proposed in (Augustyniak et al., 2020). The
related dataset consists of 1701 human-annotated
tweets (1020 for training, 340 for validation and
341 in the test set) collected by searching for spe-
cific hashtags and keywords related to the Polish
presidential elections in 2020. The goal of the task
is to perform token-level sequence labeling with
9 categories (healthcare, welfare, defense, legal,
education, infrastructure, society, foreign policy
and immigration) with an imbalanced number of
examples. The task is included in the LEPISZCZE
benchmark (Augustyniak et al., 2022).

The results reported in Table 3 are macro F1
scores achieved by selected models averaged over

Model Macro F1
Bernice 62.62 ± 4.28
XLM-T 64.42 ± 0.90
TwHIN-BERT large 67.20 ± 1.60
TwHIN-BERT base 67.63 ± 1.54
HerBERT base 69.23 ± 1.87
TrelBERT (ours) 70.08 ± 0.50
HerBERT large 71.32 ± 1.38

Table 3: Results on the Political Advertising Detection
test set for selected models.

5 fine-tuning runs. The fine-tuning process was
similar to that described in 4.1, the only difference
being the learning rate which we set to 1e-5. All
the evaluated Polish-only models perform better
than multilingual Twitter-specific ones, but there
is no significant difference between TrelBERT and
the two HerBERT variants. However, taking into
account the rather small size of the dataset (for a
sequence labeling problem with 9 categories, some
of them with very few examples) and its collection
and annotation procedures (bias towards certain
keywords), we do not draw any general conclusions
about the capabilities of the model.

5 Conclusion

In this paper, we have introduced TrelBERT, the
first Polish language representation model pre-
trained on Twitter data. It achieves state-of-the-
art results in a cyberbullying detection task, out-
performing all existing solutions, including larger
general-domain Polish models, as well as multi-
lingual in-domain models. Additionally, we con-
tribute by releasing a harmful speech dataset with
labeled tweet IDs which could be used as an alter-
native test set for cyberbullying detection.
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Limitations

By taking the characteristics of the language used
by the social media community into consideration,
we are aware that applying a general-purpose tok-
enizer has some major limitations. Emojis, emoti-
cons, user mentions, hashtags, and URLs are in-
separable elements of Twitter language and their
existence should not be unnoticed or treated as
noise in a good-quality corpus. Emojis and emoti-
cons could be interpreted as digital gestures or face
expressions. By replacing all user mentions and
URLs with @anonymized_account and @URL to-
kens, we lose the meaning they convey. On the
other hand, doing so was necessary for ethical (user
mentions) or pragmatic reasons (preprocessing and
tokenizing URLs would be difficult).

Also, measuring the performance of the model
on just two downstream tasks with data from Twit-
ter does not seem to be a sufficiently fair bench-
mark to prove the superiority of our model. Unfor-
tunately, the vast majority of languages (including
Polish) suffer from a lack of high-quality labeled
datasets.

Last but not least, the language of social media
is changing rapidly. TrelBERT outperforms other
models in the cyberbullying detection task, but we
expect it to degrade performance on future data.
Thus, updating the weights of the model by means
of further pre-training on latest tweets is necessary
to keep the model effective.

Ethics Statement

Due to the nature of our data, there were several
ethical issues to consider. First, we anonymized
all the usernames mentioned in tweets by replacing
them with @anonymized_account token. Despite
the fact that the data is publicly available, we de-
cided to prevent the model from learning sentiment
about specific users based on what the community
writes about them. We did not want the model to
produce harmful output tokens for specific users.

Secondly, there is a great deal of harmful content
in social media, which we could possibly try to
remove from the training corpus as part of data pre-
processing to prevent the model from learning this
kind of language. However, if we are to use such
models to detect hate speech or cyberbullying, they
need to know it. We believe that exposing a model
to harmful content only during the fine-tuning stage
may not be enough.
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